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Preface

Reliability and safety analysis are the important application in the mathematical
engineering. Nothing last forever is so is the life of engineering systems. The main
reason of the failure of engineering system ranges from minor inconvenience to
signify to economic loss and deaths. Designers, manufactures and end users attempt
by employing efforts to minimize the occurrence of the failure. This field creates a
wide range of problems due to their practical importance and give rise to the new
development to create methods and can contain an interesting mathematical pro-
cedure. Reliability deals with the failure concept, whereas safety deals with the
consequence of failure. Reliability engineering explores the failures to improve the
performance of engineering systems. It plays a vital role in different sectors such as
chemical, nuclear facilities and aerospace and can impose potential hazards. It also
gains much more importance among practicing engineers and manufacturers. The
subject of reliability engineering also appearing in several institutions and univer-
sities. It should also be used in many fields and as a particular interest to all
electrical, electronic, mechanical, chemical, and industrial and so on. Reliability and
safety are the core issues to be addressed during the design, operation, and main-
tenance of engineering systems. Through this book entitled “Advance in Reliability
and System Engineering” the engineers have to gain a great knowledge and help
them in the reliability courses. The book is meant for those who to take reliability
and safety as a subject of study. The material is intended for an audience at the level
of postgraduate or senior undergraduate students. That’s why reliability and safety
is now as well recognized and rapidly developing branch of engineering.

Dehradun, India Mangey Ram
Aveiro, Portugal J. Paulo Davim
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Reliability Analysis for Physically
Separated Redundant System

HyungJu Kim, Stein Haugen and Ingrid Bouwer Utne

Abstract Redundancy has been a key concept to achieve high system reliability in
technical systems, and the concept is central in modern technology regulations. One
important aspect of successful redundancy is independence of the redundant
components. Among several dependent failures and their causes, this chapter
focuses on common cause failures that are caused by external environment (e.g.
fire, explosion, flooding, etc.). These failures can be prevented by implementing
physical separation of redundant components. The main objective of this chapter is
to (1) present basic concept of redundancy and physical separation of redundant
components, (2) explore requirements for physical separation in three industries
(nuclear, maritime and aviation), and (3) study how to model and analyse physically
separated redundant systems, quantitatively.

Keywords Physical separation � Redundancy � Quantitative reliability analysis �
Location fault tree � Markov
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Abbreviations

CCF Common cause failure
DD Dangerous detected
DP Dynamic positioning
DU Dangerous undetected
EE External event
EF External failure
FTA Fault tree analysis
LFT Location fault tree
LRBD Location reliability block diagram
MCS Minimal cut set
MGE Main generator engine
MOCUS Method for obtaining cut sets
MSB Main switchboard
MTTR Mean time to repair
RBD Reliability block diagram
RP Redundant propulsion
SE Survival after external event
SIF Safety instrumented function
SRtP Safe return to port
ZSA Zonal safety analysis

1 Redundancy and Physical Separation

1.1 Redundancy in Technical System

There are two ways of achieving better technical reliability of systems: (1) use items
with very high reliability, and (2) introduce one or more reserve items [1]. The latter
is referred to as redundancy. More specifically, the term redundancy means that a
system has two or more components so that if one component fails, the other
component(s) enable the system to function continuously, and this design principle
is also called as fault tolerance [2]. IEC 60050-191 [3] defines redundancy as
follows:

In an item, the existence of more than one means for performing a required function

It is self-evident that redundancy enhances the reliability of many technological
systems [4]. Redundancy therefore has been a key concept to ensure high system
reliability in engineering for over 50 years, and the concept is central in modern
technology regulations [5].

Depending on its implementation, redundancy can be classified into two main
categories: active redundancy and standby redundancy [2]. In active redundancy,

2 H. Kim et al.
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reserve components operate in parallel and share the load. Whereas in standby
redundancy, reserve components are in standby and are activated when the ordinary
component fails [1–3]. Standby redundancy can be further classified according to
the load sharing. If the reserve components share no load in the waiting period, the
redundancy is called cold standby. If the reserve components share a weak load in
the waiting period, the redundancy is said to be partly loaded [1, 2]. The classifi-
cation of redundancy is illustrated in Fig. 1.

1.2 Dependent Failure

One important aspect of successful redundancy is independence. If the ordinary and
reserve components are dependent, a single failure may disable both of the com-
ponents, and consequently, the entire system can be inoperable. Dependent failures
can be classified in three main groups [1, 2]:

1. Common cause failure (CCF): two or more component fault states exist
simultaneously, or within a short time interval

2. Cascading failure: a failure of one component results in multiple failure through
domino effect

3. Negative dependency: a single failure reduces the likelihood of failures of other
components

This chapter focuses on CCFs that can incapacitate redundant systems instantly
(or within a short time interval). Negative dependency, which is not harmful (or
maybe beneficial) to redundancy, and cascading failure, which may be modelled
explicitly [6], are not within the scope of this chapter.

Fig. 1 Classification of redundancy

Reliability Analysis for Physically Separated Redundant System 3
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In accordance with NUREG/CR-6268 [7], CCFs can be caused by the following:

1. Design/Construction/Manufacture Inadequacy that represents causes related to
actions and decisions taken during design, manufacture, or installation of
components before and after the system is operational (e.g. design error, man-
ufacturing error, installation/construction error, and design modification error).

2. Operations/Human Error that represents causes related to errors of omission
and commission of operation staffs (e.g. accidental action, inadequate/incorrect
procedure, failure to follow procedure, inadequate training, and inadequate
maintenance).

3. External Environment that represents causes related to a harsh external envi-
ronment that is not within component design specifications (e.g. fire/smoke,
humidity/moisture, high/low temperature, acts of nature,
contamination/dust/dirt, etc.).

4. Internal to Component that is associated with malfunctioning of something
internal to the component (e.g. normal wear, internal environment, early failure,
erosion/corrosion, etc.).

5. State of Other Components that represents causes related to failure of a sup-
porting component or system (e.g. supporting system, interconnection, etc.)

6. Unknown and Other that represent causes of component state that cannot be
identified or cannot be attributed to any of the previous cause categories.

The main focus of this chapter is CCFs caused by External Environment, which
can be prevented (or the likelihood can be reduced) through physical separation of
redundant components. Physical separation is further explored in following
Sect. 1.3. Classification of dependent failures and causes of CCFs are illustrated in
Fig. 2, together with the main scope of this chapter.

Fig. 2 Dependent failures and scope of this chapter

4 H. Kim et al.
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1.3 Physical Separation of Redundant Components

Various external environmental effects may lead to CCFs, and different systems
focus on different external environmental effects. In the maritime industry, for
instance, fire and flooding are the most significant external events that can result in
simultaneous failure of redundant components [8], while in nuclear facilities,
sabotage is a major concern, as well as fire and explosion [9]. Different external
events in several industrial sectors are further explored in the following Sect. 2.

One effective and widely used measure to prevent CCFs in several industries
caused by external events is to physically separate redundant components. Say that
we have a cooling water supply system as shown in Fig. 3. The system is fully
duplicated as system A and B, which is in a cold standby redundancy; cooling water
system A carries 100 % of the load in normal operation, and system B is activated
when system A fails.

By virtue of the reserve system B, a single failure of any component will not
disable the cooling water supply, whereas an external event can make the entire
system inoperable. For instance, if a fire occurs in the pump room, then the two
redundant water pumps can be damaged simultaneously by fire. This is an example
of a CCF that is caused by an external event. In order to prevent this CCF, the two
redundant systems can be located far away from each other as shown in Fig. 4a or a
fire resistant wall can be installed between the two redundant systems as shown in
Fig. 4b. This is called physical separation or physical segregation, and the fire
resistant wall is a physical barrier.

Figure 4a is a suitable solution for onshore process facilities, nuclear power
plants, and other industries when there is no or little limitation to space. On the
other hand, there is (nearly always) not enough space to separate redundant com-
ponents by distance on offshore platforms, in marine vessels, aircrafts, etc.
Figure 4b is therefore a more appropriate solution in these industries.

The concept of segregation can also be applied to other external events, like
explosion, sabotage attack, flooding, etc. The following section explores

Fig. 3 Cooling water supply system

Reliability Analysis for Physically Separated Redundant System 5
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requirements for segregation of redundant components in the nuclear, maritime and
aviation industries.

2 Physical Separation Requirements in Several Industries

2.1 Nuclear Industry

Separation of redundant elements in the nuclear industry is called equipment seg-
regation [10] or physical separation [11]. Equipment segregation is defined as [10]

the separation of redundant and/or diverse components by distance or by barriers to prevent
all or most of the components being damaged, particularly in the event of common hazards

Fig. 4 Physically separated cooling water systems

6 H. Kim et al.
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Common hazards are further divided into internal hazards and external hazards.
Examples of each hazard are provided by IAEA SSR-2/1 [11]

1. Internal hazards: fire, explosion, flooding, missile generation, collapse of
structures, etc.

2. External hazards: natural external events, such as meteorological, hydrological,
geological and seismic events, and human induced external events arising from
nearby industries and transport routes.

This classification is slightly different from that of NUREG/CR-6268. Fire is
classified as external environment in NUREG/CR-6268, whereas fire is internal
hazard in ONR Guide. Fire and explosion are events that can be both internal and
external. A diesel engine, for instance, can be the origin of a fire itself (internal
hazard), but there can also be fires from other sources that can affect the engine
(external hazard). Since the latter is our main concern in this chapter, fire and
explosion are hereafter limited to external hazards, unless specifically noted.

Another important external hazard in a nuclear power facility is terrorist attacks
against equipment or systems that normally maintain the facility in a safe state. The
perception of potential terrorist attacks to nuclear facilities changed significantly
after the attacks of 11 September 2001, and the International Atomic Energy
Agency (IAEA) initiated an effort to develop guidelines on the security of nuclear
facilities [12].

These common hazards can be prevented or mitigated by physical separation.
For instance, if a safety system is duplicated, and the redundant system is installed
in a separate building, we can prevent or at least reduce the likelihood of simul-
taneous failure of ordinary and reserve systems. ONR Guide [10] therefore states
that

5.8 In a redundant system and despite diverse provisions, the threat of common cause
failures particularly from hazards such as fire may be reduced by system segregation. This
is the separation of components by distance or physical barriers … such barriers may also
serve as barriers to other hazards

IAEA SSR-2/1 [11] further requires independence of safety system as

Interference between safety systems or between redundant elements of a system shall be
prevented by means such as physical separation, electrical isolation, functional indepen-
dence …

More specifically for fire, IAEA NS-G-1.7 [13] specifies that

3.2 … the plant buildings should be subdivided into fire compartments and fire cells. The
purpose is … to segregate redundant safety systems from each other. The aim of segre-
gation is to … prevent common cause failures …

2.17 … a fire affecting one division of a safety system would not prevent the execution of
the safety function by another division. This should be achieved by locating each redundant
division of a safety system in its own fire compartment or at least in its own fire cell…

5.38 … fire pumps should be redundant and separated in the fire context in order to ensure
adequate functionality in the event of equipment failure…

Reliability Analysis for Physically Separated Redundant System 7
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One possible layout of the water supply system for the fire extinguishing system
is given in Fig. 5. Two independent fire pump houses and water tanks are physi-
cally separated by distance, so that the fire water can be continuously supplied in
the event of a fire, explosion, sabotage, and other external events. As mentioned in
Sect. 1.3, nuclear facilities have less limitation to space than offshore facilities and
marine vessels, and therefore, the redundant systems or components can normally
be located far away from each other, as shown in this layout.

2.2 Maritime Industry

Physical separation in marine vessels is specified by several regulations and
guidelines of the International Maritime Organization (IMO) and Classification
Societies: (1) equipment class of IMO and notations of Classification Societies for
dynamic positioning (DP) capable vessels, (2) redundant propulsion (RP) notations
of Classification Societies for merchant vessels, and (3) the IMO safe return to port
(SRtP) regulation for passenger ships.

Dynamically positioned (DP) vessels are units or vessels that automatically
maintain its position by means of thruster force. The DP-system is the complete
installation comprising power system, thruster system and DP-control system. IMO
equipment class defines three classes for a DP-system, depending on its redundancy
and physical separation [14]

1. Equipment class 1: No redundancy. Loss of position may occur in the event of
single fault.

Fig. 5 Firefighting water main loop [13]

8 H. Kim et al.
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2. Equipment class 2: Redundancy of all active components (generators, thrusters,
switchboards, remote controlled valves, etc.). Loss of position shall not occur in
the event of a single fault in any active component.

3. Equipment class 3: Redundancy of all components and physical separation of
the components. In this class, single fault includes (1) items listed above for
class 2, (2) any static component such as cables, pipes, manual valves, etc.,
(3) all components in any one watertight compartment, from fire or flooding,
and (4) all components in any one fire sub-division, from fire or flooding.

Examples of the three classes are given in Fig. 6. System A consists of one
thruster, one main switchboard (MSB), one main generator engine (MGE), and one
set of utilities for the MGE. A single fault can therefore lead to loss of position;
system A is equipment class 1. System B is fully duplicated so that a single fault of
any active component will not result in loss of position; system B is equipment
class 2. Even the duplicated components in system B may simultaneously fail by a
single fire or flooding, if they are located in the same compartment. For instance, a

Fig. 6 Three simplified layouts of thruster system

Reliability Analysis for Physically Separated Redundant System 9
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flooding in the main switchboard room in system B can disable both MSB 1 and 2.
Equipment class 3 therefore specifies that redundant components should be phys-
ically separated in different fire sub-divisions and/or different watertight compart-
ments, like system C.

Other notations of Classification Societies for DP systems have similar cate-
gories with the three classes in IMO equipment class. For instance, Det Norske
Veritas (DNV) classifies DP systems into four categories: DYNPOS-AUTS and
DYNPOS-AUT that are equivalent to equipment class 1, DYNPOS-AUTR to
equipment class 2, and DYNPOS-AUTRO to equipment class 3 [15]. Lloyd’s
Register (LR), American Bureau of Shipping (ABS), and other Classification
Societies have their own categories and requirements for DP systems, which are in
line with the equipment classes of IMO.

While DP notations refer only to dynamic positioning capable vessels, redundant
propulsion (RP) notations can be applied to all kinds of merchant vessels that have
a propulsion system. RP notations classify the grade of propulsion system and/or
steering system into several categories depending on its redundancy and physical
separation, which has a similar philosophy as IMO equipment classes for DP
systems. The RP notation of DNV [16], for instance, has two grades: RP that is
similar to IMO equipment class 2 and RPS to IMO equipment class 3. LR [17]
categories propulsion systems and steering systems into six grades: PMR, PMR*,
SMR, SMR*, PSMR and PSMR*. The three grades without “*” are similar to IMO
equipment class 2 that specifies redundancy of all active components. The other
three grades with “*” correspond to IMO equipment class 3 that requires redun-
dancy of all components and physical separation of the components. Other
Classification Societies have similar requirements for physical separation of
propulsion and steering systems.

The Safe Return to Port (SRtP) regulation is stated in Chapter II-1, II-21, II-22
and II-23 of International Conventions for the Safety of Life at Sea (SOLAS) [18],
and its explanatory notes are provided in MSC/Circ. 1369 [19]. The philosophy of
this regulation is similar to IMO equipment class 3. Thirteen essential systems
should have redundancy of all components and be physically separated against fire
and flooding damage. The two main differences from DP and RP notations are
(1) SRtP regulation refers only to passenger ships,1 and (2) the scope of this
regulation includes fire-fighting system, bilge/ballast system, etc. that are not fre-
quently used, as well as propulsion and steering systems that are continuously
operated during navigation. The latter is considered critical when modelling
physical separation. This is further explored in Sect. 3.2.

1More specifically, passenger ships constructed on or after 1 July 2010 having length of 120 m or
more or having three or more main vertical zones.

10 H. Kim et al.
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2.3 Aviation Industry

Physical separation of redundant components in an airplane2 is stated in 14 CFR 25
[20]

25.795 Except where impracticable, redundant airplane systems necessary for continued
safe flight and landing must be physically separated …

Especially for electrical wiring interconnection system (EWIS), it is required that

25.1707 For systems for which redundancy is required, … EWIS components associated
with those systems must by designed and installed with adequate physical separation

AC 25.795-7 [21] suggests two approaches that will satisfy the requirements for
physical separation: (1) system separation by distance, and (2) system protection.
Separation distance varies depending on the airplane fuselage diameters, and a
simple equation is given by this Advisory Circular. If this separation of redundant
components is impracticable in a specific area, then one of the redundant compo-
nents should be properly protected in accordance with several criteria. In most
cases, system separation by distance is the preferred measure, because barriers
themselves can damage redundant components and can cause maintenance errors
[22]. System protection should therefore be applied only if system separation is
impracticable [21].

Some examples of common cause failures that can be prevented or mitigated by
physical separation are damage from localised fires, contamination by fluids,
excessive voltage, physical or environmental interactions among parts, rapid release
of energy from concentrated sources, non-catastrophic structural failures, etc. [23].

Separation of redundant components can be analysed through Zonal Safety
Analysis (ZSA) that is described in ARP 4761 [24] and ARP 4754 [25]. ZSA is a
systematic analysis of geographical locations of the components and interconnec-
tions of a system, which evaluates the potential system-to-system interaction and
assesses the severity of potential hazards inherent in the system installation [26].
ARP 4754 [25] states that

A Zonal Safety Analysis should examine each physical zone of the aircraft to ensure that
equipment installation and potential physical interference with adjacent systems do not
violate the independence requirements of the systems

2More specifically, airplanes for more than 60 persons or takeoff gross weight of over 100,000 lb
(45,359 kg).

Reliability Analysis for Physically Separated Redundant System 11
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2.4 Summary

Physical separation requirements of three different industries have been explored in
this section. There are some differences in background and practical application of
physical separation, but they are not very different, principally. For instance, the
physical separation can be realised by separation by distance or by physical barrier.
While separation by distance is preferred by the nuclear power plant and airplane,
redundant systems in maritime vessel should be separated only by physical barrier
such as fire sub-division or watertight compartment.

The main purpose of these requirements is that even a duplicated system may
fail simultaneously by a single external event (e.g. occurrence of fire near the
system) unless the redundant system is not physically separated. The following
section investigates how to model and analyse physically separated redundant
systems quantitatively.

3 Modelling of Physically Separated Redundant Systems

3.1 Location Fault Tree

Fault tree analysis (FTA) is the most commonly used method for causal analysis of
hazardous events [6]. A fault tree is a logic diagram with a top-down approach,
which shows the interrelationships between a potential critical event (top event) and
its causes. The causes at the bottom level are called basic events. Examples of basic
events are component failures, environmental conditions, human errors, and normal
events that the system may experience during its life span [6]. FTA can be quali-
tative, quantitative, or both, depending on the objective of the analysis [6]. The
main objectives of FTA are [2]

1. To identify all possible combinations of basic events that may result in a critical
event in the system.

2. To find the probability that the critical event will occur during a specified time
interval or at a specified time t, or the frequency of the critical event.

3. To identify aspects (e.g. components, barriers, structure) of the system that need
to be improved to reduce the probability of the critical event.

Location Fault Tree (LFT) is a specific type of fault tree used to examine and
quantify the effect of external events, such as fire, explosion, flooding, etc. [27–29].
The main difference between the original fault tree and LFT is the types of basic
events in the tree. Basic events in ordinary fault trees normally focus on equipment
failures and/or human errors, whereas basic events in LFTs are limited to damages
on the location where equipment is installed.

12 H. Kim et al.
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Let us recall the cooling water supply system in Sect. 1.3 as an example.
A simplified reliability block diagram (RBD) of the cooling water supply system is
given in Fig. 7.

The cooling water system consists of water tanks, valves, filters, pumps and
connecting pipelines. The system is fully duplicated and performs a cold standby
redundancy; cooling water system A carries out 100 % capacity in normal opera-
tion, and system B is activated when system A fails. A single equipment failure,
therefore, will not disable the system function.

An ordinary fault tree of this system can be built as shown in Fig. 8. The system
can be divided into two sub-systems: cooling water system A and B. The top event
is cooling water system failure, and basic events are equipment failures. The top
event occurs when both system A and B fail. Cooling water system A fails if one of
its components fails, and this is same for the system B. It is assumed that the
frequency of pipe failure is extremely low so that pipe failures are negligible.

The minimal cut sets (MCSs) can be obtained by using the method for obtaining
cut sets (MOCUS) that is described in Rausand and Høyland [1]. MCS in this fault
tree are

{IVA, IVB}, {IVA, FB}, {IVA, PB}, {IVA, OVB},
{FA, IVB}, {FA, FB}, {FA, PB}, {FA, OVB},
{PA, IVB}, {PA, FB}, {PA, PB}, {PA, OVB},
{OVA, IVB}, {OVA, FB}, {OVA, PB}, {OVA, OVB}.

These MCSs show that the reserve system B prevents a single failure of any
equipment from leading to the occurrence of the top event. However, there is still
the possibility of a simultaneous failure of system A and B due to an external event.
For instance, if system A and B are located in close proximity without any pro-
tection against fire, and a fire occurs near the systems, then redundant components
may fail simultaneously, and consequently, the entire system can be disabled. This
cannot be examined with the above RBD or fault tree. To analyse the effect of
external events, the location of each component needs to be identified first.
The RBD of the cooling water system including location information
(Location-RBD, LRBD) can be drawn, for instance, as shown in Fig. 9.

The boundary of each location can be either a physical barrier or sufficient
distance that can prevent escalation of the damage due to an external event. For

Fig. 7 RBD of cooling water supply system
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instance, for the occurrence of a fire, boundary of each location can be a firewall, or
enough distance that a fire in one location cannot affect the other.

In this LRBD, cooling water tanks A and B are located in Location 1 and 3,
respectively, and the two cooling water pumps, including necessary utilities, are
located in Locations 2 and 4. Pipes from each pump are merged in Location 5 and
are routed to Location 6. The ordinary system A and reserve system B are therefore
physically separated except in Location 5. A single damage in Location 5 can
disable the pipeline from both system A and B, and consequently, result in the
entire cooling water supply system failure. This can also be examined by LFT.

A location fault tree of this system can be built as shown in Fig. 10. It is
assumed that when an external event occurs in a location, every component in that
location is always disabled simultaneously (complete damage), and the damage of
the external event can never escalate to adjacent locations across the boundary of
the location (perfect boundary).

MCSs of this LFT are

{L5},
{L1, L3}, {L1, L4},
{L2, L3}, {L2, L4}.

Fig. 8 Fault tree of the cooling water supply system

Fig. 9 Location-RBD of cooling water system
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From the MCSs above, we can identify that a single external event in Location 5
can result in the entire system failing. The pipes in Location 5 should therefore be
rearranged in different locations, or sufficient protection measure(s) against external
events should be provided. This cannot be identified through the ordinary fault tree
in Fig. 8 that covers equipment failure only. While the system is fully duplicated so
that a single equipment failure cannot disable the entire system, the system can fail
due to an external event, depending on the layout of the system.

One important point in LFT is that the pipe and cable route should be included in
the model. Normally, the frequency of pipe and cable failures are much lower than
the failure of active components, like pumps, compressors, engines, remotely
controlled valves, etc. Therefore, pipes and cables are, in some cases, ignored and
excluded from the ordinary fault tree, as previously explored in Fig. 8. However,
despite of the low failure frequency, an external event may damage pipes and cables
unless pipes and cables are properly protected against the external event. Even
though it is complex and time consuming to examine every relevant pipe and cable
of a system, this is essential to identify external CCF, to ensure high reliability of
the system, and to fulfil any requirements, as described in the previous Sect. 2.

Finally, we can build the whole fault tree that includes both the ordinary fault
tree and the location fault tree, as shown in Fig. 11. The ordinary fault tree covers
equipment failures, while the location fault tree examines the effect of external
events. It is assumed that equipment failures and external events are independent.
MCSs in this combined fault tree are

{L5},
{IVA, IVB}, {IVA, FB}, {IVA, PB}, {IVA, OVB},
{FA, IVB}, {FA, FB}, {FA, PB}, {FA, OVB},
{PA, IVB}, {PA, FB}, {PA, PB}, {PA, OVB},

Fig. 10 LFT of cooling water supply system
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{OVA, IVB}, {OVA, FB}, {OVA, PB}, {OVA, OVB},
{L1, L3}, {L1, L4},
{L2, L3}, {L2, L4}.

The top event frequency can be calculated using the upper bound approximation
formula, which is well described by, e.g. Rausand [2]. Hence, quantification of the
top event frequency is not further described in this chapter.

While FTA is a common method and used in a wide range of application areas,
FTA is not well suited to examine dynamic systems with complex maintenance [6].
The requirements regarding binary states and Boolean logic is also a limitation that
makes its application too rigid for some applications [6]. These weaknesses of fault
trees apply to LFT, similarly.

3.2 Markov Approach

The main objective of the Markov approach is to examine how the state of a system
can change with time. Markov methods are suitable for analysing small but com-
plex systems with dynamic effects. Markov methods can therefore compensate for
some of the weaknesses of FTA [6].

Another advantage of the Markov approach is that this method is suitable for
reliability analysis including demands. A demand is defined as [2]

An event or a condition that requires a safety instrumented function (SIF) to be activated
(i) to prevent an undesired event from occurring or (ii) to mitigate the consequences of an
undesired event.

A demand for some safety systems is closely related to the cause of system
failure. For instance, an occurrence of a fire is a demand on the fire extinguishing
system. The fire extinguishing system can mitigate the consequence of the fire.
However, the fire extinguishing system can also be damaged and disabled by the
fire, if the fire occurs in a location where the fire extinguishing system is installed.
This location can be fire pump room, control station, or any other location where

Fig. 11 Combined fault tree for cooling water supply system
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necessary pipes and cables pass through. In this case, the fire is a demand on the fire
extinguishing system and, at the same time, a cause of fire extinguishing system
failure. Demands should therefore be included as a cause of system failure when we
model these systems, and various studies have shown that a Markov approach is
suitable for reliability modelling with the demand rate [30–35]. This section
therefore explores a Markov approach for modelling external events and physical
separation. Firstly, this section introduces a Markov model for equipment failure
that is introduced by Kim et al. [36]. A Markov model for external events with
physical separation introduced by Kim et al. [37] follows, and lastly, a combined
Markov model for both equipment failure and external event is presented.

Say that we have a safety system that needs to operate only on demand, such as a
fire water supply system that simply consists of two fire water pumps, as shown in
Fig. 12. Similar to the cooling water system in Sect. 3.1, the fire water supply
system is duplicated so that a single equipment failure does not lead to the failure of
the entire system. The main difference between the cooling water supply system and
fire water supply system is that the former should operate continuously, while the
latter need to operate only on demand.

The duplicated fire water system operates in a cold standby redundancy so that a
single equipment failure cannot disable the entire system. It is assumed that (1) the
two fire pumps are identical so that they have the same probability of equipment
failure, (2) all transition rates are constant in time, (3) the system is restored to an as
good as new state after the demand duration, and (4) the past state has no influence
on the future state. It is also assumed that the system is exposed to dangerous
undetected (DU) failures, only. A dangerous detected (DD) failure is assumed to be
negligible because DD failure can be revealed and repaired immediately.

The fire water system may have six system states from State 0 to State 5, given
in Table 1.

Fig. 12 RBD of simple fire
water supply system

Table 1 Six system states System state Component state Demand

5 2 Available Non-demand

4 1 Available, 1 Functioning On-demand

3 1 Available, 1 Failure Non-demand

2 1 Functioning, 1 Failure On-demand

1 2 Failures Non-demand

0 2 Failures On-demand
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Available means that a component is operable and able to respond to a demand
(fire). Functioning is a state where a component is responding to a demand at that
moment, and Failure indicates that a component is inoperable and not able to
respond to a demand.

State 5 is the initial state where (1) there is no fire, and (2) both pumps are
operable and able to respond to a fire. State 0 is the hazardous state where (1) a fire
occurs, and (2) both pumps are inoperable and not able to respond to the fire. If a
fire occurs in the initial state, fire pump A operates and responds to the fire; the
system state moves from State 5 to State 4. After the demand duration, the
System A stops to operate and the system state moves back to State 5. If one pump
fails in State 5, system state moves to State 3. The state goes back to State 5 after
repair duration unless a fire occurs during the repair. If a fire occurs during the
repair period, the system state moves from State 3 to State 2. The system state can
be moved to State 1 either from State 5 by a common cause failure or from State 3
by an individual failure. Hazardous state, State 0, can be reached when (1) a
demand (fire) occurs in State 1, (2) two pumps fail simultaneously by a common
cause in State 4, and (3) an individual failure occurs in State 2. These transitions of
system states are illustrated in Fig. 13.

kIDU and kCDU represents the individual equipment failure rate and common
cause equipment failure rate, respectively. They can be obtained by

kIDU ¼ ð1�bÞ � kDU. . . ð1Þ

Fig. 13 Markov transition
diagram for equipment
failures
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kCDU ¼ b � kDU. . . ð2Þ

where kDU is DU-failure rate, and b is a beta factor for DU-failures.
kde is demand rate, and µde is demand duration rate that is the reciprocal of mean

demand duration. µDU is DU-failure repair rate that is the reciprocal of the sum of
the mean time to repair (MTTR) and half of the test interval. m represents the
renewal rate. Transition rates are summarised in Table 2.

From the above Markov model and transition rates, the steady state probabilities
and visit frequencies for each state can be calculated using Kolmogorov forward
equations. For details on calculation, the reader is referred to Rausand and Høyland
[1] and Jin et al. [34].

The above Markov model and transition rates are for equipment failures. For
external failures, including physical separation, a Markov model and its transition
rates can be built in a similar way. In common with LFT, the location of each
component needs to be identified first. Location-RBD of the fire water supply
system, including location information can be drawn, for instance, as shown in
Fig. 14.

In this LRBD, the two duplicated fire pumps are in different locations so that a
single external event will not result in an entire fire water supply system failure.

In common with the cooling water system in Sect. 3.1, it is assumed that an
external event always disables all components in the location where the external
event occurs (complete damage), and the damage of the external event cannot
escalate across the boundary (perfect boundary). Similar to the Markov approach

Table 2 Transition rates Transition rate Description

kDU DU-failure rate

kIDU Individual DU-failure rate

kCDU DU-CCF rate

kde Demand rate

µde Demand duration rate

m Renewal rate

Fig. 14 LRBD of fire water
supply system
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for equipment failure, it is also assumed that (1) the two locations are identical so
that the probability of occurrence of an external event in the two locations are same,
(2) all transition rates are constant in time, (3) the system is restored to an “as good
as new” state after the demand duration, as long as the system is not damaged by
external events, and (4) the past state has no influence on the future state.

The fire water system may have six system states from State 0 to State 5, and
they are given in Table 3.

Available means that every component in the location is operable and able to
respond to a demand (fire). Functioning is a state where the components in the
location are responding to the demand at that moment, and Failure indicates that
the components in the location are damaged by external events and not able to
respond to a demand.

State 5 is the initial state where (1) there is no fire, and (2) all components in
both locations are operable and able to respond to a fire. State 0 is the hazardous
state where (1) a fire occurs, and (2) all components in both locations are inoperable
and not able to respond to the fire. If a fire occurs outside of Locations 1 and 2, then
no component is damaged by the fire so that System A in Location 1 responds to the
fire. The system state, thereby, moves from State 5 to State 4. After the demand
duration, the System A stops to operate and the system state moves back to State 5.
If a fire occurs in one of the two locations and damages all components in that
location, then the fire water supply system in the other location responds to the fire.
In this case, the system state moves from State 5 to State 2. The system state moves
from State 5 to State 3, when external events other than fire occur in one of the two
locations and damage the system in that location. If this external event damages
both locations simultaneously, the system state moves from State 5 to State 1.
System state can move directly from State 5 to State 0, if a single fire damages both
locations so that no system is able to respond to the fire. These transitions of system
states are illustrated in Fig. 15.

In this fire water supply system, the occurrence of a fire is an external event, a
demand of the system, and a cause of the system failure. Let us call this primary
external event (EE1), and failures due to EE1 can be called primary external failure
(EF1). Other external events that can result in fire-fighting system failure can also
occur, but these are not a demand of the fire water system, like explosion, flooding,
sabotage, etc. We may call this secondary external event (EE2), and failures due to
EE2 secondary external failure (EF2).

Table 3 Six system states System state Component state Demand

5 2 Available Non-demand

4 1 Available, 1 Functioning On-demand

3 1 Available, 1 Failure Non-demand

2 1 Functioning, 1 Failure On-demand

1 2 Failures Non-demand

0 2 Failures On-demand
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If an external event occurs outside a location, then all components in that
location are not damaged and still operable after the occurrence of the external
event. This can be called as survival after an external event (SE). If this external
event is EE1, then the SE becomes SE1, and this applies equally to EE2 and SE2.

kEEn denotes a rate of EEn that is the sum of kEFn and kSEn.

kEEn ¼ kEFn þ kSEn. . . ð3Þ

kEFn is a failure rate due to EEn, which can be obtained by

kEFn ¼ kEEn � EFRn. . . ð4Þ

where EFR is an external failure ratio and denotes the conditional probability that
an EE damages a specific location given that the EE occurs. kEEn is the rate of EEn.
It is assumed that EE1 and EE2 are independent.

kSEn is a survival rate after the occurrence of EEn, which can be calculated by

kSEn ¼ kEEn � ð1� EFRnÞ. . . ð5Þ

kIEFn and kCEFn represents the individual EFn rate and common EFn rate,
respectively. They can be obtained by

kIEFn ¼ ð1�bEFnÞ � kEFn. . . ð6Þ

Fig. 15 Markov transition
diagram for external failures
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kCEFn ¼ bEFn � kEFn. . . ð7Þ

where bEFn is a beta factor for EFn that represents whether redundant systems are
physically separated against EEn or not. If system A and B are separated by a
perfect boundary against EEn so that a single EFn cannot disable the entire system,
then bEFn equals zero. One the other hand, if system A and B are installed in the
same location so that a single EFn can disable the entire system, then bEFn is 1. For
an imperfect boundary, bEFn may have a value from 0 to 1.

kde is the demand rate that is identical to the EE1 rate, and µde is the demand
duration rate that is the reciprocal of the mean demand duration. µEF is the external
failure repair rate that is the reciprocal of the mean repair time, and m is the renewal
rate. Transition rates are summarised in Table 4.

The two Markov models, for equipment failure and external failure, can be
combined into a single model with two assumptions: (1) equipment failure and
external failure are independent, and (2) repair time (and repair rate) for DU-failure
and external failure is identical. µre represents the identical repair rate, replacing

Table 4 Transition rates Transition rate Description

kEEn EEn rate

kEFn Failure rate due to EEn

kIEFn Individual failure rate due to EEn

kCEFn Common failure rate due to EEn

µEF EF repair rate

kSEn Survival rate after EEn

kde Demand rate

µde Demand duration rate

m Renewal rate

Fig. 16 A combined Markov
model

22 H. Kim et al.



www.manaraa.com

µDU and µEF. A combined Markov model, including both equipment failure and
external failure, is given in Fig. 16.

This section has explored the application of Markov method for modelling of
external events and physical separation, using a fire water system as an example.
Other safety systems, including their demands can also be modelled similarly.

One weakness of the Markov approach is that the number of system states
increases a lot when modelling a system with large number of components. In this
case, the concept of super components can be a solution to simplify the model.
Redundant systems form to a large extent two independent series configurations,
which can be replaced by two super components, as shown in Fig. 17. More details
and equations for super components can be found in Rausand [2].

4 Summary

This Chapter addresses redundancy of technical systems, with a particular focus on
physical separation to avoid common cause failures (CCFs), due to external events,
for example, fire and flooding. Requirements to redundancy in three different
industries are presented; namely the nuclear, maritime, and aviation. Physical
separation can be realised by distance or by a physical barrier. There are some
differences in background and application of physical separation in these three
industries. Distance is preferred by the nuclear power plant and aviation industry,
whereas redundant systems in maritime vessel are to be separated by a physical
barrier, such as fire sub-division or watertight compartment.

The effect of redundancy on risk and reliability can be calculated by using
different methods. In this chapter, fault tree analysis, including the location fault
tree, is explored and demonstrated by using a cooling water supply system. This
approach is not very suitable for dynamic systems, for which Markov modelling
may be more feasible. A Markov method, exemplified for a fire water system, is
proposed, including both internal technical failures, and external events. Even
though the modelling of both technical failures and CCF may be more time con-
suming than a regular analysis focusing on single technical failures only, high
reliability and the compliance with industry requirements can only be achieved by
including both categories of events. It is believed that this Chapter can aid such
types of analyses, in several different industries.

Fig. 17 Replacing series system by super component
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Preventive Maintenance of Consecutive
Multi-unit Systems

Won Young Yun and Alfonsus Julanto Endharta

Abstract This chapter deals with a preventive maintenance problem for consec-
utive-k-out-of-n and connected-(r, s)-out-of-(m, n): F systems. The system failure
probability of two types of multi-unit systems is analytically derived by utilizing the
system failure paths. Dependence mechanisms between components in the systems
are illustrated and the system failure paths under dependence models are shown.
The expected cost rates of corrective maintenance, age preventive maintenance, and
condition-based maintenance policies are estimated. The optimal maintenance
policies to minimize the expected cost rates in two preventive maintenance models
are obtained and three maintenance policies are compared by numerical examples.

Keywords Consecutive multi-unit system � Preventive maintenance � Expected
cost rate

1 Introduction

A consecutive-k-out-of-n: F system is one type of multi-unit systems consisting of
n components arranged linearly or circularly. The system fails if and only if there
are at least k consecutive failed components [4, 6, 8]. This type of system structure
is used the design of integrated circuits, microwave relay stations in telecommu-
nications, oil pipeline systems, vacuum systems in accelerators, computer ring
networks (k loop), and spacecraft relay stations.

The reliability of consecutive-k-out-of-n: F systems have been reviewed in several
papers. The reliability of consecutive-k-out-of-n: F systems were studied first by
Kontoleon [27]; however, the system name of consecutive-k-out-of-n:
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F system originated fromChiang andNiu [8]. Amirror image of this system structure,
namely consecutive-k-out-of-n: G systems have been studied and the system works if
and only if there are at least k consecutive working components [24, 28, 48].

A closed form of the reliability function of a linear consecutive-2-out-of-n: F
system has been developed by Chang and Niu [8]. They considered a constant
failure probability p of components and obtained the exact reliability value. Another
reliability function of the similar system has been proposed by Bollinger and Salvia
[4] and involved the term of N(j, k, n) which was interpreted as the number of
binary numbers with length n containing exactly j ones with at most k − 1 con-
secutive ones. A combinatorial approach was considered for N(j, 3, n) and the
recursive method for the general N(j, k, n) was proposed by Derman et al. [10].
A spreadsheet table was utilized in deriving N(j, k, n) by Bollinger [3]. A closed
form of general N(j, k, n) has been also derived [21, 23, 31].

Circular structure of this system was introduced and the system reliability was
provided by Derman et al. [10]. A recursive model to estimate the reliability of
circular-type systems was developed by Du and Hwang [13]. A closed-form
expression of the reliability of circular consecutive-k-out-of-n: F systems for
n ≤ 2k + 1 and when the components were identical with constant failure proba-
bility has been derived by Zuo and Kuo [48].

Some papers calculated the dynamic system reliability of consecutive-k-out-of-
n systems in which the time to component failures is a random variable and follows
a certain lifetime distribution (for example, Exponential or Weibull distributions).
The expressions of the system reliability, mean time to system failure (MTTF), and
the rth moment of the lifetime of consecutive-k-out-of-n: F systems can be seen in
Kuo and Zuo [29].

Most existing papers related to consecutive-k-out-of-n: F systems assumed that
the failures of components are independent but some papers considered dependence
between component failures. Shantikumar [42] considered the linear-type system
with exchangeable components, which are identical but not independent and the
failure rate of operating components increases when there is one or more compo-
nent failures. Papastavridis [38] considered the circular-type system with dependent
components. Papastavridis and Lambiris [39] introduced another dependence
mechanism called (k − 1)-step Markov dependence. They assumed that the relia-
bility of component i is dependent on the states of k consecutive components
besides that component i. Fu [20] considered this mechanism in a practical problem
of oil transportation by pumps. Load-sharing model is a special case of Markov
dependence model with (n − 1)-step.

A system design problem can also be considered in consecutive-k-out-of-n: F
systems. In the design phase for consecutive-k-out-of-n: F systems, we should
determine the system structure optimally; for example, the system parameters, such
as k, n, and the component reliability, pi for 1 ≤ i ≤ n. A system design problem for
a circular consecutive-k-out-of-n: F system with (k − 1)-step Markov dependent
components has been considered in Yun et al. [46] and the optimal k and n are
optimized minimizing the expected cost rate when only corrective maintenance is
considered. A branch and bound algorithm was developed and used in the
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estimation of the system reliability for cases where the system size is small. For the
cases where the system size is large, a simulation method is developed. Later, a
system design problem for linear and circular consecutive-k-out-of-n: F systems
with load-sharing dependent components were considered in Yun et al. [47].

Another design problem is the optimal allocation problem of given reliability
values to the positions or components of the system [29, 30]. Birnbaum’s impor-
tance measure was utilized in the reliability importance of component i in a linear
consecutive-k-out-of-n: F system [37]. The expression for the circular-type system
was also provided by Griffith and Govindarajalu [22]. For the liner-type system, the
importance measure increases as the component locates nearer to the center of the
system and this situation occurs for cases where the system contains only i.i.d
components. The general deduction is that the optimal design is to assign the least
reliable component to position 1, the next least reliable component to position n, the
most reliable component to position 2, the next most reliable component to position
n − 1, and so on [12, 34]. However, for linear consecutive-k-out-of-n: F system, the
mentioned optimal design cannot be generalized for all k values [35]. The optimal
design is called as the invariant optimal design if the optimal solutions depend only
on the ranking of the reliability values of components. Otherwise, it is called as the
variant optimal design.

Another optimization problem is the maintenance problem. This problem aims to
determine how and when the maintenance should be performed in order to avoid
the system failures. Basic maintenance policies, such as age replacement, periodic
replacement, and block replacement policies can be seen in Barlow and Proschan
[1] or Nakagawa [32]. An algorithm has been developed to select the maintenance
policy based on the critical component policy (CCP) for the consecutive-k-out-of-n:
F systems [19]. Based on that study, the failed components are replaced if and only
if the failed components are contained within the critical component sets. An age
replacement model for linear and circular consecutive-k-out-of-n: F systems with
load-sharing dependent components has been considered by Yun et al. [47] and a
condition-based maintenance model for the linear-type systems has been considered
by Endharta and Yun [15].

Salvia and Lasher [41] has introduced the multidimensional structure of the
systems [29]. Two- or the three-dimensional system is a square or cubic grid of side
n. Thus, the system contains n2 or n3 components and the system fails if and only if
there is at least a square or a cube of k failed components. The more general
two-dimensional system has been introduced by Boehme et al. [2] and later is called
as a linear or circular connected-(r, s)-out-of-(m, n): F system. The system contains
the components which are arranged into a rectangular pattern with m rows and
n columns and it fails if and only if there is at least one grid of r rows and s columns
comprising failed components only.

A recursive method for the reliability estimation of a linear connected-(r, s)-out-
of-(m, n): F system has been constructed by Yamamoto andMiyakawa [43]. By using
the method, the lower and upper bounds of the system reliability can be obtained. The
component allocation and design problem showed that the existence of invariant
design is very limited even in the case of superfluous consecutive systems, as well as
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the two-dimensional systems [25]. An age replacement model for a connected-(r, s)-
out- of-(m, n): F system has been considered by Yun et al. [45], in which they
developed a simulation procedure to estimate the expected cost rate, and genetic
algorithm to obtain the optimal time interval. A condition-based maintenance model
for one- and two-dimensional systems has been considered byYun and Endharta [44],
in which they assume a continuous monitoring and a simulation method is developed
to obtain the near optimal solutions.

In this chapter, we review the maintenance problem in consecutive-k-out-of-n: F
systems and connected-(r, s)-out-of-(m, n): F systems. Section 2 shows the
multi-unit systems considered, such as consecutive-k-out-of-n and connected-(r, s)-
out-of-(m, n): F systems. Section 3 presents the component dependence models and
Sect. 4 presents the maintenance models (corrective maintenance, age-based pre-
ventive maintenance, and condition-based maintenance models). Section 5 shows
the numerical examples, including comparison results of the expected cost rates of
three maintenance policies. The study is concluded in Sect. 6.

2 Multi-unit Systems

In this section, consecutive-k-out-of-n and connected-(r, s)-out-of-(m, n): F systems
are introduced and minimal cut sets of the systems are used to obtain the system
reliability.

2.1 Consecutive-k-Out-of-n: F Systems

A system which fails if and only at least k of the n components fail is called a k-
out-of-n: F system. A series and parallel systems are special case of this system,
where the series system is a 1-out-of-n: F system and the parallel system is an n-
out-of-n: F system. Another developed structure of this system is consecutive-k-
out-of-n: F system. A consecutive-k-out-of-n: F system is a system which fails if
and only if at least k consecutive components fail among n components.

There are two types of consecutive-k-out-of-n: F systems: linear and circular
consecutive-k-out-of-n: F systems. Thus, the linear or circular consecutive-k-out-of-
n: F systems consist of n components arranged linearly or circularly and fail if and
only if at least k consecutive components fail. Linear and circular systems are
illustrated in Fig. 1.

Definition 1 Cut sets and minimal cut sets [40]
A cut set K is a set of components which by failing causes the system to fail.

A cut set is said to be minimal if it cannot be reduced without losing its status as a
cut set.

The number of minimal cut sets for the system with linear form is n − k + 1 and
the minimal cut sets are
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K1 ¼ 1; 2; . . .; kf g;K2 ¼ 2; 3; . . .; kþ 1f g; . . .;Kn�kþ 1

¼ n� kþ 1; n� kþ 2; . . .; nf g:

Since the component 1 and component n in the system with circular form are
connected, there are n minimal cut sets for this system and they are

K1 ¼ 1; 2; . . .; kf g;K2 ¼ 2; 3; . . .; kþ 1f g; . . .;Kn ¼ n; 1; . . .; k � 1f g:

Based on this information, with the same number of components, n, the system
with circular type tends to fail quicker than the system with linear type because the
probability of system failure increases as the number of minimal cut set increases.

In order to estimate the system unreliability or the probability of the system
failure, the system failure events must be known. Since the system consists of
multiple components, one way to know the system failure events is to arrange the
sequences of component failures in the system. Sequences from the beginning to
the system failure events are the system failure paths.

The system state consists of the states of components, where the working
component is 1 and failed component is 0. Thus, in the beginning, the system state
is represented as a vector of ones with size n. The component fails one at a time and
the sequences are called as paths. Accordingly, at the system failure event (the last
step), the system state can be represented as a vector with size n, where there is at
least k consecutive zeros (failed components), which are components in the minimal
cut sets. The number of system failure paths is denoted as P. System failure paths
are illustrated in Tables 1 and 2 for linear and circular consecutive 2-out-of-3: F
systems, respectively.

Number of system failure paths P for the circular type can be reduced by
assuming that the first failed component is Component 1. Thus, system failure paths
in Table 2 changes into Table 3. Denote the reduced number of system failure paths
in the circular-type system by p.

n

…
n

(a) (b)

Fig. 1 a Linear and b circular consecutive-k-out-of-n: F systems
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It is assumed that the components are identical and the failure times of the
components follow an exponential distribution with rate λ. Thus, the system failure
time distribution can be derived as follows. First, a lemma is introduced.

Lemma 1 [5]
Let Y1, Y2, …, Ym be exponentially distributed random variables with failure

rates h1, h2, …, hm, and let Z = min(Y1, Y2, …, Ym). Then Z is also exponentially
distributed with failure rate ∑hi and Pr{Z = Zi} = hi/∑hi.

Lemma 1 provides the probability of one component fails among all working
components in step i.

Lemma 1 gives the probability of selecting the component which will fail in step
i among working components. The sum of failure rates of working components
after ith failure and the failure rate of the ith failed component in path j are denoted
as αji and βji, respectively.

Define Tj and T, respectively, as the time to complete path j and the time to
system failure. The probability that the system follows path j, which is denoted as
πj, can be estimated as

Table 1 System failure paths
for linear consecutive 2-out
of-3: F system

Path j Step i

0 1 2 3

1 111 → 011 → 001

2 111 → 011 → 010 → 000

3 111 → 101 → 001

4 111 → 101 → 100

5 111 → 110 → 010 → 000

6 111 → 110 → 100

Table 2 System failure paths
for circular consecutive 2-out
of-3: F system

Path Step

0 1 2

1 111 → 011 → 001

2 111 → 011 → 010

3 111 → 101 → 001

4 111 → 101 → 100

5 111 → 110 → 010

6 111 → 110 → 100

Table 3 Reduced number of
paths for circular consecutive
2-out of-3: F system

Path Step

0 1 2

1 111 → 011 → 001

2 111 → 011 → 010
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pj ¼ PrfT ¼ Tjg ð1Þ

Define Xi is the time between (i − 1)th failure and ith failure in the system and
Xji as the time between (i − 1)th failure and ith failure in path j, thus

pj ¼ PrfX1 ¼ Xj1;X2 ¼ Xj2; . . .;XNj ¼ XjNjg

¼ PrfX1 ¼ Xj1g �
YNj

i¼2

PrfXi ¼ Xji X1 ¼ Xj1;X2 ¼ Xj2; . . .;Xi�1 ¼ Xj;i�1
�� g

ð2Þ

Based on Lemma 1, we can verify that

PrfXi ¼ Xji X1 ¼ Xj1;X2 ¼ Xj2; . . .;Xi�1 ¼ Xj;i�1
�� g ¼ bji

aji
:

Thus, the probability that the change of system states follows path j is

pj ¼
YNj�1

i¼0

bji
aji
: ð3Þ

Also based on Lemma 1, it can be seen that Xji is exponentially distributed with
rate αji. Thus, the distribution of Tj can be obtained through convolution of Xji.
Laplace transform of Xji is

f eXji
ðsÞ ¼ aji

aji þ s

thus, Laplace transform for Tj is

f ej ðsÞ ¼
YNj�1

i¼0

aji
ajis

By using partial fraction, we can obtain

f ej ðsÞ ¼
XNj�1

i¼0

Aji
aji

aji þ s

where Aji ¼
QNj�1

m ¼ 0
m 6¼ i

ajm
ajm�aji

, i = 0, 1, …, Nj − 1.

Following the inversion of the Laplace transform, the p.d.f and c.d.f of Tj,
respectively, are
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fjðtÞ ¼
XNj�1

i¼0

Ajiajie�aji t ð4Þ

and

FjðtÞ ¼
Z t

0

fjðxÞdx

¼ 1�
XNj�1

i¼0

Ajie�aji t

ð5Þ

We can see that the distribution of the system failure time T is a mixture
distribution of Tj. Therefore, the system failure probability at time t can be esti-
mated as follows.

FðtÞ ¼
XP
j¼1

pj � FjðtÞ

¼ 1�
XP
j¼1

XNj�1

i¼0

pjAjie�aji t

ð6Þ

Note that p is the reduced number of system failure paths in the systems with
circular type. For the system with circular type, the probability of the system failure
F(t) can be estimated by

FðtÞ ¼ n
Xp
j¼1

pj � FjðtÞ

¼ 1� n
Xp
j¼1

XNj�1

i¼0

pjAjie�aji t

ð7Þ

Thus, the system failure probabilities of consecutive-k-out-of-n: F systems can
be calculated by Eqs. 6 and 7.

2.2 Connected-(r, s)-Out-of-(m, n): F System

Salvia and Lasher [41] introduced a multidimensional consecutive-k-out-of- n: F
system and define that the two- or the three-dimensional system is a square or cubic
grid of side n. The system fails if and only if there is at least a square or a cube of
k consisting of failed components only. More generalized systems are linear and
circular connected-(r, s)-out-of-(m, n): F systems [2]. This system contains
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components which are arranged into a rectangular pattern with m rows and
n columns and it will fail if and only if there is at least a grid of r rows and
s columns which consists of only failed components. The circular-type system
forms a cylinder where the components in the first column connected to the
components in the last column (see Fig. 2).

We denote the component in column a and row b by {a, b}. Thus the minimal
cut sets for the linear type are

Kab ¼ a; bf g; a; bþ 1f g; . . .; a; sþ b� 1f g; aþ 1; bf g; aþ 1; bþ 1f g; . . .;f
aþ 1; sþ b� 1f g; . . .; rþ a� 1; bf g; rþ a� 1; bþ 1f g; . . .;
rþ a� 1; sþ b� 1f gg

for a = 1, 2, …, m − r + 1 and b = 1, 2, …, n − s + 1 and there are (m − r + 1)
(n − s + 1) minimal cut sets.

Since the components in the column 1 and column n are connected, there are
(m − r + 1)n minimal cut sets for the circular connected-(r, s)-out-of-(m, n): F
system.

Because of the size of the system, the system failure probability for the general
two-dimensional system: connected-(r, s)-out-of-(m, n): F system is difficult to
obtain. Some studies derived the system reliability of two-dimensional systems with
very small size (connected-(1, 2)-or-(1, 2)-out-of-(m, n): F system). In the other
studies, the reliability value is estimated by simulation, approximation, or only the
lower bound is obtained [25, 43–45].

n

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞
m

n

m

(a) (b)

Fig. 2 a Linear and b circular connected-(r, s)-out-of-(m, n): F systems
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3 Component Dependence Models

This section describes two component dependence mechanisms in consecutive k-
out-of-n: F systems and shows the consequence in the system failure paths.
Although the failures of components are dependent on each other, the system
failure paths are independent on each other. Thus, it is easier to obtain the prob-
ability by exploiting the system failure paths. In this subsection, we consider the
systems with identical components of which are identical and the failure rates are
constant.

3.1 Systems with i.i.d Components

The failure rates of a working component in every step in each path in the system
consisting of i.i.d components are identical and the value is denoted as λ. We define
wji as the number of working components in step i in path j. The term αji and βji can
be given as follows, respectively,

aji ¼ wjik; ð8Þ

bji ¼ k: ð9Þ

In order to understand more easily, a small illustration is made. Table 4 shows
the system failure paths and the corresponding αji and βji in step i in path j for linear
consecutive-2-out-of-3: F system. Similarly, we can get the system failure paths for
the circular-type system.

By substituting Eqs. (8) and (9) into Eq. (3), we obtain

Table 4 Paths for a linear consecutive-2-out-of-3: F system with i.i.d components

Path j Step i

0 1 2 3

State αj0 βj0 State αj1 βj1 State αj2 βj2 State

1 111 3λ λ – 011 2λ λ – 001

2 111 3λ λ – 011 2λ λ – 010 λ λ – 000

3 111 3λ λ – 101 2λ λ – 001

4 111 3λ λ – 101 2λ λ – 100

5 111 3λ λ – 110 2λ λ – 010 λ λ – 000

6 111 3λ λ – 110 2λ λ – 100
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pj ¼
YNj�1

i¼0

1
wji

: ð10Þ

Thus, we can estimate the system failure probability by substituting αji, βji and πj
into the system failure probability equation in the previous section.

3.2 Systems with (k − 1)-Step Markov Dependence

Another component dependence model for these systems is (k − 1)-step Markov
dependence model [39]. The reliability of component i depends on the states of
k − 1 components which are located beside that component. Load-sharing model is
a special case of Markov dependence with (n − 1)-step.

Failure rate of a component in the beginning time point denoted as λ0 because all
components are working. The failure rate of the working components becomes λi
when there are i failed components preceding it. Table 5 shows the illustration for
linear consecutive-2-out-of-3: F system with (k − 1)-step Markov dependence
model.

Thus, we can estimate the system failure probability by estimating the terms αji,
βji and πj and substituting into the system failure probability equation in the pre-
vious section.

3.3 Systems with Load-Sharing Components

If one component fails, the workload has to be shared by the remaining compo-
nents. Thus, there will be an increased load share for each surviving component. In
most conditions, increased workload causes a higher failure rate of the component

Table 5 Paths for a linear consecutive-2-out-of-3: F system with (k − 1)-step Markov
dependence

Path j Step i

0 1 2 3

State αj0 βj0 State αj1 βj1 State αj2 βj2 State

1 111 3λ0 λ0 – 011 λ1 + λ0 λ1 – 001

2 111 3λ0 λ0 – 011 λ1 + λ0 λ0 – 010 λ1 λ1 – 000

3 111 3λ0 λ0 – 101 λ1 + λ0 λ0 – 001

4 111 3λ0 λ0 – 101 λ1 + λ0 λ1 – 100

5 111 3λ0 λ0 – 110 2λ0 λ0 – 010 λ1 λ1 – 000

6 111 3λ0 λ0 – 110 2λ0 λ0 – 100
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and many practical studies with mechanical and computer systems showed that the
failure rates of working components strongly relates to the workload. For the case
of long belt conveyors used in open-cast mining, even if a roll station (for example,
motor) of the belt conveyor fails, the conveyor does not stop and tt only stops (fails)
when k consecutive roll stations fail [47].

Failure rate of a component in the beginning of time is λ0 because all compo-
nents are working. After the first component fails, n − 1 working components must
carry the same workload. Thus, these n − 1 working components have a higher
failure rate, which is λ1. In general, when there are i failed components, the
n – i working components will have a failure rate λi (where λ0 < λ1 < … < λn−k+1).

The failure rate of a working component where there are i failed components and
given load L is denoted as λi(L). There are i failed components in step i for all paths.
As we defined in the previous subsection that wji is the number of working com-
ponents in step i in path j, we can calculate the term αji and βji, respectively, and
Table 6 shows the illustration for linear consecutive-2-out-of-3: F system with
load-sharing components. In similar way, we can get the system failure paths for
circular-type systems.

aji ¼ wjikiðLÞ; ð11Þ

bji ¼ kiðLÞ: ð12Þ

By substituting Eqs. (11) and (12) into Eq. (3), we can obtain the probability
that the system follows path j, πj,

pj ¼
YNj�1

i¼0

1
wji

: ð13Þ

Thus, we can estimate the system failure probability by substituting αji, βji and πj
into the system failure probability equation in the previous section.

In this subsection, we considered two dependence models but components fail
one by one. However, in addition to components failing one by one, there may be

Table 6 Paths for a linear consecutive-2-out-of-3: F system with load-sharing components

Path j Step i

0 1 2 3

State αj0 βj0 State αj1 βj1 State αj2 βj2 State

1 111 3λ0 λ0 – 011 2λ1 λ1 – 001

2 111 3λ0 λ0 – 011 2λ1 λ1 – 010 λ2 λ2 – 000

3 111 3λ0 λ0 – 101 2λ1 λ1 – 001

4 111 3λ0 λ0 – 101 2λ1 λ1 – 100

5 111 3λ0 λ0 – 110 2λ1 λ1 – 010 λ2 λ2 – 000

6 111 3λ0 λ0 – 110 2λ1 λ1 – 100
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other causes to result in the system failure. Common cause failures are ones of these
factors. Common cause failures describe single events which cause multiple
component failures [29]. These events can be external events, such as storms,
floods, lightning, seismic activities, maintenance errors, other human intervention
errors, and sudden environmental change, or internal events, such as the failures of
other components. Studies on k-out-of-n systems with common cause failures
include Chung [9], Jung [26], Chari [7] and Dhillon and Anude [11]. This
dependence model can be also applied to consecutive k-out-of-n systems.

4 Maintenance Models

In this section, the maintenance problem for the consecutive-k-out-of-n: F systems
are studied. The basic maintenance policies, such as corrective maintenance and age
preventive maintenance policies are considered. A condition-based maintenance
policy is also studied. The performance evaluation of these policies for the con-
secutive-k-out-of-n: F systems can be seen in detail in Endharta [14], Endharta et al.
[17] and Endharta and Yun [16].

4.1 Corrective Maintenance

We assume that the system is maintained only at the system failure time. The
expected time to system failure for this policy is

E½T� ¼
XP
j¼1

pj � E½Tj�: ð14Þ

Because the time to failure in path j includes the time between failures Xji and the
time between failures follows an exponential distribution with failure rate αji, the
expected time to system failure in path j can be estimated as

E½Tj� ¼
XNj�1

i¼0

E½Xji� ¼
XNj�1

i¼0

1
aji
: ð15Þ

Thus, the expected time to system failure ET can be written as

E½T � ¼
XP
j¼1

XNj�1

i¼0

pj
aji
: ð16Þ

The expected number of failures at system failure can be estimated as
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E½N� ¼ E NSF
� �

¼
XP
j¼1

pj � Nj
ð17Þ

In this maintenance model, the cost terms which are considered are the cost spent
for the corrective maintenance, cCM, and the cost for component replacement, cR.
The expected cost rate of corrective replacement model is

ECCM ¼ cCM þ cR � E½N�
E½T � : ð18Þ

Substituting Eqs. (16) and (17), the equation becomes

ECCM ¼
cCM þ cR

PP
j¼1 pj � Nj

� �
PP

j¼1

PNj�1
i¼0

pj
aji

: ð19Þ

4.2 Age-Based Preventive Maintenance

In age replacement model, the system is maintained at age time TA after its
installation or at failure, whichever occurs first. When the system fails before
TA(T < TA), the system is maintained correctively at the system failure. Otherwise,
when there is no system failure before TA(T > TA), the system is maintained pre-
ventively at time TA. Therefore, the expected time to renewal cycle, which is the
expected time to system failure or to the preventive maintenance time, can be
estimated as

E½TðTAÞ� ¼
ZTA
0

t � d PrfT � tgþ TA PrfT [ TAg

¼
ZTA
0

t � d
XP
j¼1

pj � FjðtÞ
 !

þ TA 1�
XP
j¼1

pj � FjðtÞ
 !

¼
ZTA
0

XP
j¼1

XNj�1

i¼0

pjAjiajite�aji tdtþ TA
XP
j¼1

XNj�1

i¼0

pjAjie�aji t

ð20Þ

where Ajl ¼
Qi�1

m ¼ 0
m 6¼ l

ajm
ajm�ajl

.
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The failed components are replaced at maintenance time and the expected
number of failed components includes the expected number of components failed at
system failure and the expected number of components failed at time TA,

E½NðTAÞ� ¼ E½NSF� þE½NTA �

¼
XP
j¼1

pjNjFjðTAÞþ
XP
j¼1

pjE NTA
j

h i ð21Þ

Note that Xji is the time between (i − 1)th failure and ith failure in path j and Xji

follows an exponential distribution with parameter αji. Thus, we define Tji as the
time to ith failure in path j such that

Tjm ¼ Xj1 þXj2 þ . . .þXjm:

The following term is necessary for the estimation, for a ≤ b,

PrfTji [ b; Tj;i�1\ag ¼ PrfTj;i�1 þXji [ b; Tj;i�1\ag
¼ PrfXji [ b� a Tj;i�1\a

�� g � PrfTj;i�1\ag

¼
Za
0

PrfXji [ b� yg � d PrfTj;i�1\yg

¼
Za
0

e�ajiðb�yÞXi�1

l¼0

Ajlajle�ajlydy

¼
Xi�1

l¼0

Ajlajl
aji � ajl

e�ajla�ajiðb�aÞ � e�ajib
� �

ð22Þ

where Ajl ¼
Qi�1

m ¼ 0
m 6¼ l

ajm
ajm�ajl

.

Then, the expected number of components failed at time TA in path j, E½NTA
j �,

needs to be derived.

E½NTA
j � ¼ 0 � PrfTj1 [ TAgþ 1 � PrfTj2 [ TA; Tj1\TAgþ . . .þðNj�1Þ

� PrfTjNj [ TA; TjNj�1\TAg

We generalize the above equation into

E NTA
j

h i
¼
XNj�1

i¼1

i � PrfTj;iþ 1 [ TA; Tj;i\TAg ð23Þ

Substituting Eq. (22) into Eq. (23), we obtain
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E NTA
j

h i
¼
XNj�1

i¼1

Xi�1

l¼0

iAjlajl
aji � ajl

e�ajiTA � e�ajlTA
� �

: ð24Þ

In this maintenance model, the cost terms which are considered are the cost for
the corrective maintenance, cCM, cost for preventive maintenance at time TA, cPM,
and the cost for component replacement, cR. The expected cost rate under age-based
preventive maintenance model is

ECAðTAÞ ¼
cCMFðTAÞþ cPMð1� FðTAÞÞþ cR � PP

j¼1 pjNjFjðTAÞþ
PP

j¼1 pjE NTA
j

h i� �
E½TðTAÞ� ;

ð25Þ

where FðtÞ ¼ 1�PP
j¼1

PNj�1
i¼0 pjAjie�aji t;FjðtÞ ¼ 1�PNj�1

i¼0 Ajie�aji t, E½TðTAÞ� ¼R TA
0

PP
j¼1

PNj�1
i¼0 pjAjiajite�aji tdtþ TA

PP
j¼1

PNj�1
i¼0 pjAjie�ajiTA , and E NTA

j

h i
¼PNj�1

i¼1

Pi�1
l¼0

iAjlajl
aji�ajl

e�ajiTA � e�ajlTAð Þ.

4.3 Condition-Based Maintenance

In this subsection, a condition-based maintenance policy proposed by Endharta and
Yun [15] is considered. In this maintenance policy, the system is maintained when a
certain system condition is satisfied. Since the system failure occurs when at least
consecutive k components fail or all components in the minimal cut set fail, a
condition-based maintenance policy is developed based on the number of working
components in minimal cut sets and the number of minimal cut sets with specific
number of working components.

a. Condition-based maintenance with continuous monitoring

In this model, we assume that that the system is monitored continuously and the
condition about components in the minimal cut sets can be known at any time. The

tSFt

t

(W,Q)0

(a) τ
TCr

(W,Q) tSF0

(b)
TCr

τ

Fig. 3 Illustration of the
condition-based maintenance
policy. a PM occurs b CM
occurs
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system will be maintained preventively at a certain time point TCr after a specified
condition is satisfied. The condition is that there are Q or more minimal cut sets
having W or less working components. If the system fails before reaching the
preventive time point, the system will be correctively maintained. The maintenance
is illustrated in Fig. 3 and several terms are used. The time when the condition is
satisfied is represented by t(W,Q), the time of system failure is tSF, and the step in
which the condition is satisfied is represented by s(W,Q).

Define a random variable τ = tSF − t(W,Q), representing the time difference
between t(W,Q) and tSF. If τ > TCr, the renewal cycle is ended by PM and the system
is maintained preventively (see Fig. 3a). Otherwise, if τ < TCr, the renewal cycle is
ended by CM and the system is maintained correctively (see Fig. 3b).

We know that until time t(W,Q) or at time to step s(W,Q), there is no system failure.
Thus, the system failure distribution probability F(t) in Eq. (7) changes into

FðtÞ ¼ 1�
XP
j¼1

XNj�1

i¼sðW ;QÞ
j

pjAjie�aji t ð26Þ

where sj
(W,Q) is the step where the condition is satisfied in path j,

pj ¼
YNj�1

i¼sðW ;QÞ
j

bji
aji

and Aji ¼
YNj�1

m ¼ sðW ;QÞ
j

m 6¼ i

ajm
ajm � aji

:

The expected time of a renewal cycle includes the time to s(W,Q), the expected
time to system failure, and the expected time to TCr as follows:

E½TðTCrÞ� ¼ E½tðW ;QÞ� þ
ZTCr
0

t � d PrfT � tgþ TCr PrfT [ TCrg

¼ E½tðW ;QÞ� þ
ZTCr
0

t � dFðtÞþ TCrð1� FðTCrÞÞ

¼ E½tðW ;QÞ� þ
ZTCr
0

XP
j¼1

XNj�1

i¼sðW ;QÞ
j

pjAjiajite�aji tdtþ TCr
XP
j¼1

XNj�1

i¼sðW ;QÞ
j

pjAjie�ajiTCr

ð27Þ

where E½tðW ;QÞ� ¼PP
j¼1

PsðW ;QÞ
j �1
i¼0

pj
aji
.

Denote N(W,Q) as the number of components failed at step s(W,Q) and Nj
(W,Q) as the

number of components failed at step sj
(W,Q) in path j. The components are replaced
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at maintenance time and the expected number of failed components includes the
number of components failed at s(W,Q) and the expected number of components
failed additionally until system failure and the expected number of components
failed additionally until maintenance time TCr,

E½NðTCrÞ� ¼ E½NðW ;QÞ� þE½NSF� þE½NTCr �

¼
XP
j¼1

pj � NðW ;QÞ
j þ

XP
j¼1

pjNjFjðTCrÞþ
XP
j¼1

pjE NTCr
j

h i

¼
XP
j¼1

pj NðW ;QÞ
j þNjFjðTCrÞþE NTCr

j

h i� � ð28Þ

where FjðtÞ ¼ 1�PNj�1

i¼sðW ;QÞ
j

Ajie�aji t and E NTCr
j

h i
¼PNj�1

i¼sðW ;QÞ
j

Pi�1
m¼sðW ;QÞ

j

iAjmajm
aji�ajm

e�ajiTCr � e�ajmTCrð Þ.
In this maintenance policy, we consider the cost for the corrective maintenance,

cCM, cost for preventive maintenance at time TCr, cPM, and the cost for component
replacement, cR, in the expected cost rate. The expected cost rate under the
condition-based maintenance model is

ECCrðTCrÞ ¼
cCMFðTCrÞþ cPMð1� FðTCrÞÞþ cR �PP

j¼1 pj NðW ;QÞ
j þNjFjðTCrÞþE NTCr

j

h i� �
E½TðTCrÞ� ;

ð29Þ

where FðtÞ¼ 1�PP
j¼1

PNj�1

i¼sðW ;QÞ
j

pjAjie�aji t;FjðtÞ¼ 1�PNj�1

i¼sðW ;QÞ
j

Ajie�aji t, E NTCr
j

h i
¼

PNj�1

i¼sðW ;QÞ
j

Pi�1
l¼sðW ;QÞ

j

iAjlajl
aji�ajl

e�ajiTCr � e�ajlTCrð Þ, and E½TðTCrÞ� ¼
PP

j¼1

PsðW ;QÞ
j �1
i¼0

pj
aji
þ R TCr0PP

j¼1

PNj�1

i¼sðW ;QÞ
j

pjAjiajite�aji tdtþTCr
PP

j¼1

PNj�1

i¼sðW ;QÞ
j

pjAjie�ajiTCr .

Endharta and Yun [15] studied an special case with W = 1 and Q = 1, in which
the system will be maintained preventively at certain time point after there is at least
one minimal cut set having only one working component and proposed the equation
to estimate the expected cost rate by utilizing the system failure paths.

b. Condition-based maintenance with periodic inspection

In practical situation, it may be impossible to know the system status, that is,
whether components in the system fail or not. Thus, in this subsection, we consider
inspection problem to know the system condition together. Endharta and Yun [15]
considered a condition-based maintenance policy with periodic inspection.

We inspect the system periodically and if there are Q or more minimal cut sets
having W or less working components, the system will be maintained immediately
at inspection times. The condition can be represented as x(nW) ≥ Q, where x(nW)
represents the number of minimal cut sets consisting of nW working components
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(nW = 1, 2, …, W). In this policy, the decision variables are the minimum number
of minimal cut sets, Q, the minimum number of the working components W in the
minimal cut set, and the inspection interval TI. Endharta and Yun [15] used a
simulation method to obtain the near-optimal decision parameters which minimize
the expected cost rate. The expected cost rate includes the system failure cost,
preventive maintenance cost, replacement cost per component, and inspection cost.

5 Numerical Examples

In this subsection, we are going to compare three maintenance policies numerically.
Several examples were studied and we selected some parts of existing numerical
results. Tables 7 and 8 are parts of the numerical results from Endharta [14],
Endharta et al. [17] and Endharta and Yun [16].

First, we consider linear consecutive-k-out-of-n: F systems with i.i.d compo-
nents. Table 7 shows the expected cost rates for three maintenance policies. If the
optimal interval in the age replacement model equals to infinite, the system should
be maintained at system failures (corrective maintenance). Otherwise, if it equals to
0, the system should be maintained immediately at the time when the condition is
satisfied.

Based on Table 7, the expected cost rates of consecutive-3-out-of-4 and
3-out-of-7: F systems are same, which means that three policies give same per-
formance. However, because the optimal interval time is infinite, corrective
maintenance policy is better than others for these particular systems. For
consecutive-5-out-of-6 and 5-out-of-8: F systems, the expected cost rates of
condition-based replacement policy are the smallest. Thus, for these particular
systems, condition-based replacement policy should be applied and when there is
one working component left in the minimal cut set, the system should be main-
tained immediately by replacing all failed components.

The example for the system with load-sharing dependence mechanism is shown
in Table 8. Suppose that the relationship between the load and the component
failure rate is as follows:

ki ¼ a
L

n� i

	 
b

where a[ 0 and b[ 0:

Filus [18] considered this function to determine the load size which maximizes
the average asymptotic gain per unit time. Meeker and Escobar [36] also used this
function in the accelerated life testing (ALT). For illustration, we use the following
example with L = 10. In the numerical result for linear consecutive-5-out-of-8: F
systems with load-sharing components (see Table 8), the optimal solution cannot be
obtained due to the computational problem.
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Based on Table 8, condition-based maintenance policy outperforms the others
because the expected cost rates are the smallest. For consecutive-3-out-of-4,
5-out-of-6, and 5-out-of-8: F systems, the system should be maintained immedi-
ately by replacing all failed components when there are one working component in
the minimal cut set. For consecutive-3-out-of-7: F system, the system should be
maintained by replacing all failed components at 6.7 time unit after there is one
working component in the minimal cut set. If the system fails before reaching that
time point, the system is maintained correctively by replacing all failed
components.

For more numerical studies, refer to Endharta [14], Endharta et al. [17] and
Endharta and Yun [16].

6 Conclusion and Future Works

This chapter considered the optimal maintenance problem for consecutive
multi-unit systems, such as consecutive-k-out-of-n: F systems. Systems with i.i.d
components, load-sharing dependence and (k − 1)-step Markov dependence
mechanisms are analyzed. Three maintenance policies: corrective maintenance, age
preventive maintenance and condition-based maintenance policies were considered.
The expected cost rates were obtained analytically by utilizing the system failure
paths. The cost terms involved are the system failure cost, preventive maintenance
cost, and component replacement cost.

The condition-based maintenance policy is based on the number of working
components in minimal cut sets. When the system can be monitored continuously
and the component condition can be known at any time, the system is maintained
preventively at a certain time point after there are at least Q minimal cut sets with at
most W working components. If the system fails before reaching the preventive
maintenance time point, the system is correctively maintained by replacing all failed
components. The closed-form equation for estimating the expected cost rate is
obtained.

However, the system usually cannot be known without inspection. Thus, we
considered a condition-based maintenance with periodic inspection and the system
is maintained immediately at inspection times if there are at least Q minimal cut sets
with at most W working components. We used simulation to estimate the expected
cost rate and some metaheuristics to obtain the near optimal decision parameters:
W, Q and inspection interval.

We compared the three maintenance policies numerically and knew the
condition-based replacement policy outperforms other replacement policies based
on the expected cost rate.

For further studies, the following topics may be promising ones in consecutive
multi-unit systems;
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1. Maintenance problem for consecutive-k-out-of-n: F systems with nonidentical
components: We can consider various maintenance policies for the system with
non-identical components.

2. Maintenance problem for consecutive-k-out-of-n: F systems with finite spare
components: We consider spare parts provisioning problem and maintenance
problem together.

3. Maintenance problem for consecutive-k-out-of-n: F systems with limited
maintenance duration: When we maintain the system, we should select the failed
components for replacement and sometimes we cannot replace all the failed
components at maintenance times.

4. Maintenance problem for consecutive-k-out-of-n: F systems with non-periodic
inspection intervals: Since the system fails significantly quicker as the time goes,
non-periodic inspection intervals might be considered.

5. Dependence models in two and three dimensional cases?
6. Maintenance problem for toroidal-type systems (refer [33]: Toroidal-type sys-

tem is a circular connected-(r, s)-out-of-(m, n): F system where the components
in row 1 are connected to those in row m; thus, this system forms a torus.
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Connectivity-Based Survivability Analysis
with Border Effects for Wireless Ad Hoc
Network

Zhipeng Yi, Tadashi Dohi and Hiroyuki Okamura

Abstract Taking account of border effects in communication network areas is one
of the most important problems to quantify accurately the performance/
dependability of wireless ad hoc networks (WAHNs), because the assumption on
uniformity of network node density is often unrealistic to describe the actual
communication areas. This problem appears in both modeling the node behavior of
WAHNs and quantification of their network survivability. In this article, we focus
on the border effects in WAHNs and reformulate the network survivability models
based on a semi-Markov process, where two kinds of communication network areas
are considered; square area and circular area. Based on some geometric ideas, we
improve the quantitative network survivability measures for three stochastic models
by taking account of the border effects, and revisit the existing lower and upper
bounds of connectivity-based network survivability. While some analytical for-
mulas on the quantitative network survivability have been proposed, they have not
been validated yet by comparing with the exact value of network survivability in a
comprehensive way. We develop a simulation model in two communication areas.
It is shown through simulation experiments that the analytical solutions often fail
the exact network survivability measurement in some parametric circumstances.

Keywords Network survivability � Network connectivity � WAHN �
Semi-Markov model � Dos attack � Border effects � Simulation

1 Introduction

Network survivability is defined as an attribute that network is continually available
even though a communication failure occurs, and is regarded as the most funda-
mental issue to design resilient networks. Since unstructured networks such as P2P
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network and wireless ad hoc network (WAHN) can change dynamically their
configurations, the survivability requirement for unstructured networks is becoming
much more popular than static networks. Network survivability is defined by
various authors [1–4]. Chen et al. [5], Cloth and Haverkort [6], Heegaard and
Trivedi [7], Liu et al. [8], Liu and Trivedi [9] consider the survivability of virtual
connections in telecommunication networks and define the quantitative surviv-
ability measures related to performance metrics like the loss probability and the
delay distribution of non-lost packets. Their survivability measures are analytically
tractable and depend on the performance modeling under consideration, where the
transition behavior has to be described by a continuous-time Markov chain (CTMC)
or a stochastic Petri net. More recently, Zheng et al. [10] conduct a survivability
analysis for virtual machine-based intrusion tolerant systems, and take the similar
approach to the works [1–4].

On the other hand, Xing and Wang [11, 12] perceive the survivability of a
WAHN as the probabilistic k-connectivity, and provide a quantitative analysis on
impacts of both node misbehavior and failure. They approximately derive the lower
and upper bounds of network survivability based on k-connectivity, which implies
that every node pair in a network can communicate with at least k neighbors. On the
probabilistic k-connectivity, significant research works are done in [13, 14] to build
the node degree distribution models. Unfortunately, the resulting upper and lower
bounds are not always tight to characterize the connectivity-based network sur-
vivability, so that a refined measure of network survivability should be defined for
analysis. Roughly speaking, the connectivity-based network survivability analysis
in [11, 12] focuses on the path behavior and can be regarded as a myopic approach
to quantify the survivability attribute. The performance-based network survivability
analysis in [1–4] is, on the other hand, a black-box approach to describe the whole
state changes. Although both approaches possess advantage and disadvantage, in
this article we concern only the former case.

The authors in [15] develop somewhat different stochastic models from Xing
and Wang [11, 12] by introducing different degree distributions. More specifically,
they propose binomial and negative binomial models in addition to the familiar
Poisson model, under the assumption that mobile nodes are uniformly distributed.
Okamura et al. [16] extend the semi-Markov model [15] to a Markov regenerative
process model and deal with a generalized stochastic model to describe a
power-ware MANET. However, it should be noted that the above network sur-
vivability models are based on multiple unrealistic assumptions to treat an ideal
communication network environment. One of them is ignorance of border effects
arising to represent network connectivity. In typical WAHNs such as sensor net-
works, it is common to assume that each node is uniformly distributed in a given
communication network area. Since the shape of communication network area is
arbitrary in real world, it is not always guaranteed that the node degree is identical
even in the border of network area. In other words, border effects in communication
network area tend to decrease both the communication coverage and the node
degree, which reflect the whole network availability. Laranjeira and Rodrigues [17]
show that the relative average node degree for nodes in borders is independent of
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the node transmission range and of the overall network node density in a square
communication network area. Bettsetetter [18] also gives a mathematical formula to
calculate the average node degree for nodes in borders for a circular communication
network area. However, these works just concern to investigate the connectivity of
a wireless sensor network, but not the quantitative survivability evaluation for
WAHNs. This fact motivates us to reformulate the existing network survivability
models [11, 12, 15] for WAHNs with border effects.

In this article, we resolve the above two problems, and propose refined measures
for network survivability taking account of the expected number of active nodes
and border effects in WAHNs. More specifically, we represent an approximate form
of connectivity-based network survivability with the expected number of active
nodes, instead of its upper and lower bounds [11, 12, 16], and consider border
effects in both two types of communication network areas; square area [17] and
circular area [18]. Next, we develop a simulation model to quantify the network
survivability accurately. In past, several simulation models have been proposed in
the literature to quantify network connectivity or to detect survival routes in
WAHNs (see Caro et al. [19] and Guo [20]). To our best knowledge, an accurate
simulation model to quantify the network survivability based on connectivity [11,
12, 15, 16] has not been proposed yet. It is definitely needed to check the resulting
quantitative survivability based on the analytical approaches by comparing with the
simulation solution. It is indeed significant to point out that the analytical solutions
in the literature [11, 12, 15, 16] have not been validated in comparison with the
simulation solution because of its complexity. This point is gained from our earlier
paper [21].

The remaining part of this article is organized as follows. In Sect. 2, we define
the state of each node in stochastic models to describe a WAHN, and refer to an
isolation problem under the Blackhole attack, which is equivalent to the
well-known DoS attack. Based on the familiar semi-Markov analysis [11, 12, 15],
the transition behavior of the network node is analyzed. Section 3 is devoted to the
network survivability analysis, where the node isolation, network connectivity, and
network survivability are defined. Here, we formulate a problem on network con-
nectivity in the presence of misbehaving nodes, and present two node distribution
models [15], in addition to the seminal Poisson model [11, 12]. In Sect. 4, we refine
the network survivability models by taking account of border effects in two kinds of
communication network areas; square area and circular area. Based on some geo-
metric ideas, we improve the quantitative network survivability measures for three
stochastic models. Section 5 concerns about simulation algorithms to calculate the
exact network survivability in both the types of communication areas. Numerical
examples are given in Sect. 6 where we conduct a Monte Carlo simulation on the
node degree and investigate the impact of border effects. We compare our refined
network survivability models with the existing ones without border effects in both
steady-state and transient survivability analyses, and refer to the limitation. Finally,
the article is concluded with some remarks in Sect. 7.
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2 Preliminary

2.1 State of Node

Since nodes in WAHNs cooperate with the routing processes to maintain network
connectivity, each of node is designed as it behaves autonomously, but its discipline
to require, send and receive the route information is defined as a strict protocol. At
the same time, it is also important to decide the protocol in order to prevent
propagation of the erroneous route information caused by malicious attacks. Xing
and Wang [11, 12] and Yi and Dohi [15] consider a WAHN that suffers such a
malicious attack, whose node states are defined as follows:

• Cooperative state (C): Initialized state of a node, which responds to route dis-
coveries and forwards data packets to others.

• Selfish state (S): State of a node, which may not forward control packets or data
packets to others, but responds to only route discoveries for its own purpose
from the reason of low power.

• Jellyfish state (J): State of a node, which launches Jellyfish DoS attack.
• Black hole state (B): State of a node, which launches Black hole DoS attack.
• Failed state (F): State of a node, which can no longer perform basic functions

such as initiation or response of route discoveries.

For common DoS attacks, the node in Jellyfish attack receives route requests and
route replies. The main mechanism of Jellyfish state is to delay packets without any
reason. On the other hand, the node in Black hole attack can respond a node with a
fake message immediately by declaring as it is in the optimal path or as it is only
one-hop away to other nodes.

Based on the node classification above, we consider a semi-Markov model to
describe the stochastic behavior of a node by combining states with respect to the
wellness. Suppose that a node may change its behavior under the following
assumptions:

• A cooperative node may become a failed node due to energy exhaustion or
misconfiguration. It is apt to become a malicious node when it launches DoS
attack.

• A malicious node cannot become a cooperative node again, but may become a
failed node.

• A node in failed state may become a cooperative node again after it is repaired
and responds to routing requests to others.

• A failed node can become cooperative again if it is recovered and responds to
routing operations.
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2.2 Semi-Markov Node Model

Similar to [11, 12, 15], let S = {C, S, J, B, F} be a state space, and describe the
node behavior transition by a stochastic process, fZðtÞ; t� 0g, associated with
space S. Let Xn denote the state at transition time tn. Define

PrðXnþ 1 ¼ xnþ 1jX0 ¼ x0; . . .;Xn ¼ xnÞ
¼ PrðXnþ 1 ¼ xnþ 1jXn ¼ xnÞ;

ð1Þ

where xi 2 S for 0� i� nþ 1. From Eq. (1), the stochastic process fXn; n ¼
0; 1; 2; . . .g constitutes a continuous-time Markov chain (CTMC) with state space S,
if all the transition times are exponentially distributed. However, since the transition
time from one state to another state is subject to random behavior of a node, it is not
realistic to characterize all the transition times by only exponentially distributed
random variables. For instance, if a node is more inclined to fail due to energy
consumption as time passes, and the less residual energy is left, then the more likely
a node changes its behavior to selfish. This implies that the future action of a node
may depend on how long it has been in the current state and that transition intervals
may have arbitrary probability distributions.

From the above reason it is common to assume a semi-Markov process
(SMP) for fZðtÞ; t� 0g to describe the node behavior transitions, which is defined
by

ZðtÞ ¼ Xn; 8tn � t� tnþ 1: ð2Þ

Letting Tn ¼ tnþ 1 � tn be the sojourn time between the n-th and ðnþ 1Þ-st
transitions, we define the associated semi-Markov kernel Q ¼ ðQijðtÞÞ by

QijðtÞ ¼ Pr Xnþ 1 ¼ j; Tn � tjXn ¼ ið Þ ¼ pijFijðtÞ; ð3Þ

where pij ¼ limt!1 QijðtÞ ¼ Pr Xnþ 1 ¼ jjXn ¼ ið Þ is the transition probability
between states i and j ði; j ¼ c; s; j; b; f Þ corresponding to S ¼ fC; S; J;B;Fg, and
FijðtÞ ¼ PrðTn\tjXnþ 1 ¼ j;Xn ¼ iÞ is the transition time distribution from state i to j.

Figure 1 illustrates the transition diagram of the homogeneous SMP,
fZðtÞ; t� 0g, under consideration, which is somewhat different from the SMP in
[11, 12], because it is somewhat simplified by eliminating redundant states. Let
1=kij denote the mean transition time from state i to state j, and define the Laplace–
Stieltjes transform (LST) by qijðsÞ ¼

R1
0 expf�stgdQijðtÞ. From the familiar SMP

analysis technique, it is immediate to see that

qcsðsÞ ¼
Z1
0

expf�stgFcjðtÞFcbðtÞFcf ðtÞdFcsðtÞ ð4Þ
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qcjðsÞ ¼
Z1
0

expf�stgFcsðtÞFcbðtÞFcf ðtÞdFcjðtÞ ð5Þ

qcbðsÞ ¼
Z1
0

expf�stgFcsðtÞFcjðtÞFcf ðtÞdFcbðtÞ ð6Þ

qcf ðsÞ ¼
Z1
0

expf�stgFcsðtÞFcjðtÞFcbðtÞdFcf ðtÞ ð7Þ

qscðsÞ ¼
Z1
0

expf�stgFsjðtÞFsbðtÞFsf ðtÞdFscðtÞ ð8Þ

qsjðsÞ ¼
Z1
0

expf�stgFscðtÞFsbðtÞFsf ðtÞdFsjðtÞ ð9Þ

qsbðsÞ ¼
Z1
0

expf�stgFscðtÞFsjðtÞFsf ðtÞdFsbðtÞ ð10Þ

qsf ðsÞ ¼
Z1
0

expf�stgFscðtÞFsjðtÞFsbðtÞdFsf ðtÞ ð11Þ

Fig. 1 Semi-Markov
transition diagram for node
behavior
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qjf ðsÞ ¼
Z1
0

expf�stgdFjf ðtÞ ð12Þ

qbf ðsÞ ¼
Z1
0

expf�stgdFbf ðtÞ ð13Þ

qfcðsÞ ¼
Z1
0

expf�stgdFfcðtÞ; ð14Þ

where in general wð�Þ ¼ 1� wð�Þ. Define the recurrent time distribution from state
C to state C and its LST by HccðtÞ and hccðsÞ, respectively. Then, from the one-step
transition probabilities from Eqs. (4)–(14), we have

hccðsÞ ¼
Z1
0

expf�stgdHccðtÞ

¼ qcsðsÞqscðsÞþ qcsðsÞqsjðsÞqjf ðsÞqfcðsÞ
þ qcsðsÞqsbðsÞqbf ðsÞqfcðsÞþ qcsðsÞqsf ðsÞqfcðsÞ
þ qcjðsÞqjf ðsÞqfcðsÞþ qcbðsÞqbf ðsÞqfcðsÞ
þ qcf ðsÞqfcðsÞ:

ð15Þ

Let PciðtÞ denote the transition probability from the initial state C to respective
states i 2 fc; s; j; b; f g corresponding to S ¼ fC; S; J;B;Fg. Then, the LSTs of the
transition probability, pci ¼

R1
0 expf�stgdPciðtÞ, are given by

pccðsÞ ¼ fqcsðsÞ � qcjðsÞ � qcbðsÞ � qcf ðsÞg=hccðsÞ ð16Þ

pcsðsÞ ¼ qcsðsÞfqscðsÞ � qsjðsÞ � qsbðsÞ � qsf ðsÞg=hccðsÞ ð17Þ

pcjðsÞ ¼ fqcmðsÞþ qcsðsÞqsjðsÞgqmf ðsÞ=hccðsÞ ð18Þ

pcbðsÞ ¼ qcmðsÞþ qcsðsÞqsbðsÞf gqmf ðsÞ=hccðsÞ ð19Þ

pcf ðsÞ ¼ qcf ðsÞþ qcsðsÞqsf ðsÞþ qcsðsÞqsjðsÞqjf ðsÞ
�
þ qcsðsÞqsbðsÞqbf ðsÞþ qcjðsÞqjf ðsÞ
þ qcbðsÞqbf ðsÞ

�
qfcðsÞ=hccðsÞ:

ð20Þ

From Eqs. (16)–(20), the transient solutions, PciðtÞ, i 2 fc; s; j; b; f g, which
mean the probability that the state travels in another state i at time t, can be derived
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numerically, by means of the Laplace inversion technique (e.g. see [22]). As a
special case, it is easy to derive the steady-state probability Pi ¼ limt!1 PciðtÞ; i 2
fc; s; b; j; f g corresponding to S. Based on the LSTs, pciðsÞ, we calculate Pi ¼
limt!1 PciðtÞ ¼ lims!0 pciðsÞ from Eqs. (16)–(20).

3 Quantitative Network Survivability Measure

3.1 Node Isolation and Connectivity

An immediate effect of node misbehaviors and failures in WAHNs is the node
isolation problem [12]. It is a direct cause for network partitioning, and eventually
affects network survivability. The node isolation problem is caused by four types of
neighbors; Failed, Selfish, Jellyfish, and Blackhole nodes. For an example, we
suppose in Fig. 2 that the node u has four neighbors when it initiates a route
discovery to another node v. Then it must go through by its neighbors
xiði ¼ 1; 2; 3; 4Þ. If all neighbors of u are Failed, Selfish or Jellyfish nodes, then
u can no longer communicate with the other nodes. In this case, we find that u is
isolated by Failed and Selfish neighbors. On the other hand, if one of neighbors is
Blackhole (i.e., x2 in Fig. 3), it gives u a faked one-hope path, and makes u always
choose it. In this case, we find that u is isolated by the Blackhole neighbor.

We define the node degree DðuÞ for node u by the maximum number of
neighbors [13], and let Dði;uÞ be the number of node u’s neighbors at state

Fig. 2 Isolation by failed,
selfish, or jellyfish neighbors

Fig. 3 Isolation by
Blackhole neighbors
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i 2 fc; s; j; b; f g. Then the isolation problem in our model can be formulated as
follows: Given a node u with degree d, i.e., DðuÞ ¼ d, if Dðs;uÞ + Dðf ;uÞ + Dðj;uÞ ¼ d
or Dðb;uÞ � 1, then the cooperative degree is zero, i.e., Dðc;uÞ ¼ 0, and u is isolated
from the network, so it holds that

PrðDðc;uÞ ¼ 0jDðuÞ ¼ dÞ ¼ PrðDðb;uÞ � 1jDðuÞ ¼ dÞ
þ PrðDðs;uÞ þDðf ;uÞ þDðj;cÞ ¼ djDðuÞ ¼ dÞ

¼ 1� ð1� PbÞd þð1� Pc � PbÞd;
ð21Þ

where Pc is the steady-state probability of a node in a cooperative state and Pb is the
steady-state probability of a node launching Blackhole attacks. In the transient case,
the steady-state probabilities Pc and Pb are replaced by PccðtÞ and PcbðtÞ,
respectively.

In this article, a node is said to be k-connected to a network if its associated
cooperative degree is given by k ð� 1Þ. Given node u with degree d, i.e., DðuÞ ¼ d,
u is said to be k-connected to the network if the cooperative degree is k, i.e.,
Dðc;uÞ ¼ k, which holds only if u has no Blackhole neighbor and has exactly k co-
operative neighbors, i.e., Dðb;uÞ ¼ 0 and Dðc;uÞ ¼ k, respectively. Then, from the
statistical independence of all nodes, it is straightforward to see that

Pr Dðc;uÞ ¼ kjDðuÞ ¼ d
� �
¼ Pr Dðc;uÞ ¼ k;Dðb;uÞ ¼ 0jDðuÞ ¼ d

� �
¼ Pr Dðc;uÞ ¼ k;Dðb;cÞ ¼ 0;Dðs;uÞ þDðf ;uÞ þDðJ;uÞ ¼ d � k

� �
¼ d

k

� �
Pcð Þk 1� Pc � Pbð Þd�k:

ð22Þ

3.2 Network Survivability

In the seminal paper [12], the network survivability is defined as the probability that
WAHN is a k-vertex-connected graph. Strictly speaking, it is difficult to validate the
vertex-connectivity in the graph whose configuration dynamically changes such as
WAHNs. Therefore, Xing and Wang [12] derive approximately low and upper
bounds of network survivability when the number of nodes is sufficiently large by
considering the connectivity of a node in a WAHN. The upper and lower bounds of
connectivity-based network survivability are given by

SVBU ¼ 1� PrðDðc;uÞ\kÞ� �ND ; ð23Þ

SVBL ¼ max 0; 1� E½Na�ðPrðDðc;uÞ\kÞÞ� �
; ð24Þ
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respectively, where u is an arbitrary node index in the active network. In Eq. (24),
E½Na� ¼ Nð1� Pf Þ

� 	
is the expected number of active nodes in the network, where

�b c is the maximum integer less than �, Pf is the steady-state probability that a node
is failed, and N denotes the total number of nodes. In Eq. (23), ND is the number of
points whose transmission ranges is mutually disjoint over the WAHN area. Let
A and r be the area of WAHN and the node transmission radius, respectively. The
number of disjoint points is given by ND ¼ N=ðkpr2Þ� 	

, where k ¼ N=A is the
node density.

In this article, we follow the same definition of network survivability as refer-
ence [12], but consider the expected network survivability instead of the low and
upper bounds. Getting help from the graph theory, the expected network surviv-
ability is approximately given by the probability that expected active node in the
network is k-connected

SVB � 1� PrðDðc;uÞ\kÞ� �E½Na�: ð25Þ

By the well-known total probability law, we have

Pr Dðc;uÞ\k
� � ¼ X1

d¼k

Pr Dðc;uÞ\kjDðuÞ ¼ d
� �

Pr DðuÞ ¼ d
� �

; ð26Þ

so that we need to find the explicit forms of PrðDðc;uÞ\kjDðuÞ ¼ dÞ and
PrðDðuÞ ¼ dÞ. From Eqs. (21) and (22), it is easy to obtain

Pr Dðc;uÞ\kjDðuÞ ¼ d
� �
¼ Pr Dðc;uÞ ¼ 0jDðuÞ ¼ d

� �þ Xk�1

m¼1

Pr Dðc;uÞ ¼ mjDðuÞ ¼ d
� �

¼ 1� 1� Pbð Þd þ
Xk�1

m¼0

d

m

� �
Pm
c 1� Pc � Pbð Þd�m

¼ 1� 1� Pbð Þd þ
Xk�1

m¼0

Bm d;Pc; 1� Pc � Pbð Þ;

ð27Þ

where Bm denotes the multinomial probability mass function. Replacing Pb and Pc

by PcbðtÞ and PccðtÞ respectively, we obtain the transient network survivability at an
arbitrary time t. Since the node distribution PrðDðuÞ ¼ dÞ strongly depends on the
model property, we introduce three specific stochastic models [15] as follows.

(i) Poisson Model [11, 12]

Suppose that N nodes in a WHAN are uniformly distributed over a two-dimensional
square with area A. The node transmission radius, denoted by r, is assumed to be
identical for all nodes. To derive the node degree distribution Pr(DðuÞ ¼ d), we
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divide the area into N small grids virtually, so that the grid size has the same order
as the physical size of a node. Consider the case where the network area is suffi-
ciently larger than the physical node size. Then, the probability that a node occupies
a specific grid, denoted by p, is very small. With large N and small p, the node
distribution can be modeled by the Poisson distribution

Pr DðuÞ ¼ d
� � ¼ ld

d!
e�l; ð28Þ

where l ¼ qpr2, and q ¼ E½Na�=A is the node density depending on the underlying
model. Finally, substituting Eqs. (26)–(28) into Eq. (25) yields

SVB � e�lPb 1� Cðk; lPcÞ
CðkÞ


 �� E½Na�
; ð29Þ

where CðxÞ ¼ ðx� 1Þ! and Cðh; xÞ ¼ ðh� 1Þ!e�x Ph�1
l¼0 xl=l! are the complete and

incomplete gamma functions, respectively.

(ii) Binomial Model [15]

It is evident that the Poisson model just focuses on an ideal situation of node
behavior. In other words, it is not always easy to measure the physical parameters
such as r and A in practice. Let p denote the probability that each node is assigned
into a communicate network area of a node. For the expected number of activate
nodes E½Na�, we describe the node distribution by the binomial distribution:

PrðDðuÞ ¼ dÞ ¼ E½Na�
d

� �
pdð1� pÞE½Na��d ¼ BdðE½Na�; pÞ; ð30Þ

where Bd is the binomial probability mass function. Substituting Eq. (30) into
Eq. (25) yields an alternative formula of the network survivability

SVB

�
XE½Na�

k¼0

Bd E½Na�; pð Þ 1� Pbð Þd�
Xk�1

m¼0

Bm d;Pc; 1� Pc � Pbð Þ
" #( )E½Na�

:
ð31Þ

Even though each node is assigned into a communication network area of a node
with probability p ¼ pr2=A, then the corresponding binomial model results a dif-
ferent survivability measure from the Poisson model.

(iii) Negative Binomial Model [15]

The negative binomial model comes from a mixed Poisson distribution instead of
Poisson distribution. Let f ðlÞ be the distribution of parameter l in the Poisson
model. This implicitly assumes that the parameter l includes uncertainty, and that
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the node distributions for all disjoint areas have different Poisson parameters. Then
the node distribution can be represented by the following mixed Poisson
distribution:

PðDðuÞ ¼ dÞ ¼
Z1
0

e�l l
d

d!
f ðlÞdl: ð32Þ

For the sake of analytical simplicity, let f ðlÞ be the gamma probability density
function with mean pr2Nð1� Pf Þ=A and coefficient of variation c. Then we have

PðDðuÞ ¼ dÞ ¼ Cðaþ dÞ
d!CðaÞ

b
1þ b

� �a 1
1þ b

� �d

¼ kdða; bÞ; ð33Þ

where a ¼ 1=c2
� 	

and b ¼ A=ðpr2Nð1� Pf Þc2Þ
� 	

. It should be noted that Eq. (33)
corresponds to the negative binomial probability mass function with mean
pr2Nð1� Pf Þ=A, and that the variance is greater than that in the Poisson model. In
other words, it can represent the overdispersion or underdispersion property dis-
similar to the Poisson model. From Eq. (33), we can obtain an alternative repre-
sentation of the network survivability with an additional model parameter c.

SVB

�
XE½Na�

k¼0

kdða; bÞ 1� Pbð Þd�
Xk�1

m¼0

Bmðd;Pc; 1� Pc � PbÞ
" #( )E½Na�

:
ð34Þ

4 Border Effects of Communication Network Area

The results on network survivability presented in Sect. 3 are based on the
assumption that network area A has a node density q ¼ E½Na�=A. This strong
assumption means that the expected number of neighbors of a node in the network
has the exactly same value as qpr2. In other words, such an assumption is not
realistic in the real world communication network circumstance. It is well known
that the border effect tends to decrease both the communication coverage and the
node degree, which reflect the whole network availability. Laranjeira and Rodrigues
[17] show that the relative average node degree for nodes in borders is independent
of the node transmission range and of the overall network node density in a square
communication network area. Bettsetetter [18] calculates the average node degree
for nodes in borders for a circular communication network area. In the remaining
part of this section, we consider the above two kinds of areas, and apply both results
by Laranjeira and Rodrigues [17] and Bettsetetter [18] to the network survivability
quantification.
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4.1 Square Border Effect

Given a square area of side L in Fig. 4, the borders correspond to region B and C.
We call the rectangular region B the lateral border, the square region C the corne
border, and the square region I the inner region, respectively. In Fig. 4, for a node
v located in the inner region of the network area, the expected effective number of
neighbors, EI , is given by qpr2. This result is from the fact that the effective
coverage area of a point in the inner region I is precisely equal to qpr2. However,
the effective coverage area for a point in the border region B (node u1) or C (node
u2) is less than pr2 as shown in the shadow areas of Fig. 4. Consequently, the
expected effective number of neighbors of nodes located in the border areas will be
smaller than qpr2. Since the connectivity properties of the network depend on the
expected effective number of neighbors of nodes, it is needed to obtain the expected
effective number of neighbors of nodes in these regions (I, B, and C), in order to
understand the connectivity properties in the network.

In Fig. 5, the effective coverage area for a node located at a point Pðx; yÞ, in
relation to the origin O(0,0) and the lateral border B, is defined as EAB. Let
\P1PP4 ¼ a. Then, it can be seen that EAB is equal to the area of the portion of a
circle, which corresponds to the area through the points P, P1, P2 and P3. Then we
have

EABðx; yÞ ¼ r2 ðp� aÞþ ðsin aÞðcos aÞ½ �; ð35Þ

where a ¼ cos�1ðx=rÞ. After a few algebraic manipulations, we get

EABðx; yÞ ¼ r2 p� cos�1 x
r

� �� �
þ x

r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x

r

� �2
r" #

: ð36Þ

Fig. 4 Border effects in
square area
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Next we derive the average effective coverage area /lat, for nodes in the lateral
border B by integrating EAB in Eq. (36) over the entire lateral border and diving the
result by its total area rðL� 2rÞ

/lat ¼
1

rðL� 2rÞ
Z L�2r

0

Z r

0
EABðx; yÞdx

� �
dy: ð37Þ

Substituting Eq. (35) into Eq. (37), we get

/lat ¼ r2 p� 2
3

� �
� 0:787793pr2: ð38Þ

Then, the expected effective node degree Elat for nodes in the lateral border
region B is given by

Elat ¼ q/lat ¼ 0:787793qpr2: ð39Þ

In the similar way, the average effective coverage area /cor for nodes in the
corner border C and the expected effective node degree Ecor for nodes in the lateral
corner region C are obtained as [17]

/cor � 0:615336pr2 ð40Þ

and

Ecor ¼ q/cor ¼ 0:615336qpr2: ð41Þ

Finally, the expected effective node degree ls for nodes in square communi-
cation network area is obtained as the weighted average with EI , Elat and Ecor

Fig. 5 Effective coverage
area for a node in the lateral
border
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ls ¼
EIAI þElatAB þEcorAC

A
; ð42Þ

where AI ¼ ðL� 2rÞ2, AB ¼ 4rðL� 2rÞ, AC ¼ 4r2 and A ¼ L2. Substituting the
area and expected node degree values in Eq. (42) and simplifying the resulting
expression, we have

l ¼ ls ¼
qpr2r
L2

; ð43Þ

where r ¼ ðL� 2rÞ2 þ 3:07492rðL� 2rÞþ 2:461344r2.
For the binomial model, we need to find the probability that a node is assigned

into the expected coverage of node in square communicate area (ps). It can be
obtained as

p ¼ ps ¼ pr2r
L4

: ð44Þ

On the other hand, the parameter b in the negative binomial model with square
border effect, bs, can be derived by

b ¼ bs ¼ 1= pr2Nac
2r

� � ð45Þ

for a given coefficient of variation c.

4.2 Circular Border Effect

For the circular area A with radius r0, define the origin O in A and use the
coordinates r for a node in Fig. 6. Nodes in the circular communication network
area that are located at least r away from the border, are called the center nodes,
which are shown as a node v in Fig. 6. They have a coverage area equal to pr2 and
an expected node degree E½Na�pr2=A. On the other hand, nodes located closer than
r to the border are called the border nodes (node u in Fig. 6), which have a smaller
coverage area, leading to a smaller expected node degree. The expected node
degree of both center nodes and border nodes can be obtained by

l ¼
Nar̂21
n
p

� �
r̂20 arccos

r̂2 þ r̂21�1
2r̂r̂1

þ arccos r̂
2�r̂21 þ 1

2r̂ � 1
2 n

h i 0� r̂� 1� r̂1

1� r̂1\r̂� 1;

8><
>: ð46Þ
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where n ¼ ðr̂þ r̂1 þ 1Þð�r̂þ r̂1 þ 1Þðr̂ � r̂1 þ 1Þðr̂þ r̂1 � 1Þ and r̂ ¼ r=r0 and
r̂1 ¼ r1=r0.

Bettsettter [18] obtains the expected node degree of a node l ¼ lc in circular
communicate area:

lc ¼
Na

2p
4ð1� r̂2Þ arcsin r̂

2
þ 2r̂2p� ð2r̂þ r̂3Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r̂2

4

r" #
; ð47Þ

which can be simplified by using Taylor series as

lc � Nar̂
2 1� 4r̂

3p

� �
: ð48Þ

Then, p ¼ pc for the binomial model and b ¼ bc for the negative binomial model
can be given in the following:

pc ¼ s
2p

; ð49Þ

bc ¼ 1
2pr̂2Nac2s

; ð50Þ

where s ¼ 4ð1� r̂2Þ arcsinðr̂=2Þþ 2r̂2p� ð2r̂þ r̂3Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r̂2=4

p
. By replacing the

square border effect parameters l, p and b in Eqs. (29), (31) and (34) by ls, ps and
bs in Eqs. (43)–(45), we obtain the connectivity-based network survivability for-
mulae with square border effects. Also, using lc, pc and bc in Eqs. (48)–(50), we
calculate the connectivity-based network survivability in circular communication
network area. We summarize refined network survivability formulae by taking
account of border effects in Table 1.

Fig. 6 Border effects in
circular area

68 Z. Yi et al.



www.manaraa.com

5 Simulation Algorithms

For our SMP modulated network survivability model, it is needed to quantify the
network survivability throughout Monte Calro simulation, because the analytical
solutions (upper and lower bounds) may not be validated without knowing the exact
solution. Unfortunately, the simulation approach mentioned in Xing and Wang [12]
is oversimplified and does not seem to catch up impacts of both node misbehavior
and node failure accurately. Once the shape of communication area, such as a
square area, is given, a fixed number of nodes are uniformly distributed to the area.
A commonly used technique for a square communication area is to locate points
randomly with abscissa x and ordinate y for each node ðx; yÞ in a Cartesian coor-
dinate system. We generate the random numbers for x and y, which are sampled
from the continuous uniform distribution with lower and upper endpoints at 0 and
1, respectively, where the side length of communication area is given by L. In our
simulation, we never take account of effects of the speed and destination of moving
nodes, to simplify the simulation procedure, although this is because we employ the
SMP modulated network survivability model. Figure 7 presents the pseudo code to
give the node location for a square area. Here, we suppose that a circle area can be
approximated by the sum of infinitesimal triangles, BCD, where the point C is at the
origin, and the points B and D are located on the circumference. Since the sum of
two triangles BCD is equivalent to the area of a parallelogram BCDE, then we can
apply the similar algorithm to Fig. 7. Figure 8 is the pseudocode to give the node
location for circular areas. For a circular communication area with radius R, we
randomly choose two points on BC and CD. Let a and b be the distances between

Table 1 Summary of expected network survivability formulae with/without border effects

Border
Effects

Poisson Binomial Negative Binomial

Ignorance
e�lPb 1� Cðk;lPcÞ

CðkÞ
h in oE½Na � Pn

k¼0 Bdðn; pÞ½��
� �E½Na � Pn

k¼0 kdða; bÞ½��
� �E½Na �

Square
e�lsPb ½1� Cðk;lsPcÞ

CðkÞ �
n oE½Na � Pn

k¼0 Bdðn; psÞ½��
� �E½Na � Pn

k¼0 kdða; bsÞ½��
� �E½Na �

Circular
e�lcPb ½1� Cðk;lcPcÞ

CðkÞ �
n oE½Na � Pn

k¼0 Bdðn; pcÞ½��
� �E½Na � Pn

k¼0 kdða; bcÞ½��
� �E½Na �

� ð1� PbÞd �
Pk�1

m¼0 Bmðd;Pc; 1� Pc � PbÞ

Set Node and Nodei to empty;
Set N to the total number of node in the WAHN;
Set L to the side length of square area;
For (i = 0; i ≤ N ; i ++) {
Set x and y to 0;
Randomly generate (x, y) (x, y ∈ [0, L])
for Nodei (i ∈ [0, N ]);
Add Nodei to Node;}
/*Nodei is the i-th element of Node*/

Fig. 7 A node location
algorithm for square areas
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origin and these chosen points on BC and CD. Then let z equal to 2R� ðaþ bÞ if
aþ b[R, otherwise aþ b. We can select one of triangles BCD by picking an
angle a 2 ½0; 2pÞ, so the random points in a circular area with abscissa x and
ordinate y can be calculated as ðx; yÞ ¼ ðz cos a; z sin aÞ.

In this way, when each node is located over a two-dimensional area, the next
step is to modulate each node state by an SMP. If we focus on the steady-state
behavior of WAHNs, then the steady-state probability Pi; i 2 fc; s; b; j; f g in
Eqs. (16)–(20) can be used. In our simulation experiments, we generate the node
state with probability Pi uniformly, where the unit length,

P5
i¼1 Pi ¼ 1, is divided

into five portions proportional to Pi. Let Ni; i 2 fc; s; j; s; f g be the number of nodes
in state i in the network. If NB 6¼ 0, then the minimum cooperative degree of
network M, is given by hðMÞ ¼ 0, otherwise, divide the active nodes into two state
groups; Cooperative nodes and Selfish/Jellyfish nodes, and calculate the hðMÞ of
an arbitrary node in a WAHN M. For a given transmission radius r and the number
of node N, we generate the node location 100 times and make 100 state transitions
for each node. Finally, we execute 10,000 simulation runs to represent the node
location and state for a fixed size of networks, say, N. Then the connectivity-based
network survivability in our simulation experiments is calculated by

SVBkðMÞ ¼
P10;000

i¼1 IfAig
10; 000

; ð51Þ

where Ai indicates the event hðMÞ� k at i-th simulation and IfAg is the indicator
function to output 1 or 0 for occurrence of the event A.

Figures 9 and 10 illustrate simulated examples of network topology in square
and circular areas, respectively, where small points denote Cooperative nodes and
can be used to transmission, and larger points denote Jellyfish and Selfish nodes
which initiate the transmission. Counting the number of cooperative neighbors for

Set Node and Nodei to empty;
Set N to the total number of node in the WAHN;
Set R to the radius of circular area;
For (i = 0; i ≤ N ; i ++) {
Set α, a, b, z, x and y to 0;
Randomly generate α (α ∈ [0, 2π));
Randomly generate a and b (a, b ∈ [0, R]);
if a + b > R then z = 2R − (a + b),
otherwise z = a + b;
calculate (x, y) by:
x = z cosα;
y = z sinα;
for Nodei (i ∈ [0, N ]);
Add Nodei to Node;}
/*Nodei is the i-th element of Node*/

Fig. 8 A node location
algorithm for circular areas

70 Z. Yi et al.



www.manaraa.com

all active nodes, we can find the minimum cooperative degree hðMÞ. An algorithm
to change the state of each node and to find the minimum cooperative degree is
given in Fig. 11. Let Node and Nodei be the sequence of node in a WAHN and i-th
element of Node. Also let NodeC, NodeSJ and NodeB denote the subsets of
sequence Node with Cooperative node, Selfish/Jellyfish node and Blackhole node,
respectively. For each Nodei, we choose a value v randomly from 0 to 1, and
identify the state j ð2 C; S; J;B;FÞ. If the subset NodeB is not empty, then the
minimum cooperative degree hðMÞ equals to 0, otherwise, we need to count the
number of cooperative neighbors of each node in subsets NodeC and NodeSJ. For a
given transmission radius r, we calculate the distance of each element between

Fig. 9 Network topology
used in simulation (square
area)

Fig. 10 Network topology
used in simulation (circular
area)
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NodeSJ and NodeC. Besides, we also calculate the distance of each element in
NodeC. If the distance of a node pair is not greater than r, then they are considered
as neighbors. After counting the number of cooperative neighbors for all node in
NodeC and NodeSJ, we can find the minimum cooperative degree hðMÞ.

To our best knowledge, the simulator developed in this article is a unique tool to
quantify the connectivity-based network survivability with higher accuracy.
However, as well known, the computation cost to seek the survivability measure is
troublesome and very expensive. In other words, it is quite hard to simulate the
node behavior and calculate the network survivability in online procedure. Hence,
the analytical solution is still valuable to measure the connectivity-based network
survivability in real WAHNs.

Set PC , PS , PJ , PB , PF to the steay state
probability of each state;
Set NodeC, NodeSJ, NodeB, θ(Ma) to empty;
For (i = 0; i ≤ N ; i ++){
Set v to 0;
Randomly generate j (j ∈ [0, 1]);
if 0 ≤ v < PC then add Nodei to NodeC;
if PC ≤ v < PC + PS + PJ

then add Nodei to NodeSJ;
if PC + PS + PJ ≤ v < PC + PS + PJ + PB

then add Nodei to NodeB;}
/*NodeC, NodeSJ, NodeB are the set of nodes
in the states C, S and J, B, respectively*/
if NodeB is not empty then add 0 to θ(Ma),
else Set NoC, NoSJ to the number of elements
of NodeC and NodeSJ, respectively;
Set r to the transmission radius;
Set degree to empty;
For (i = 0; i ≤ NoSJ ; i ++){
Set count = 0;/*count the number of
cooperative neighbor*/
For (j = 0; j ≤ NoC; j ++){
if distance between NodeSJi and
NodeCj is no greater than r,
count++;}
Add count to degree;};
For (i = 0; i ≤ NoC; i ++){
Set count = 0;
For (j = 0; j ≤ NoC; j ++){
if i = j and distance between NodeCi and
NodeCj is no greater than r,
count++;}
Add count to degree;};
Add min{degree} to θ(Ma);/*min{degree}
is the smallest element of degree*/

Pc = 0.7299, Ps = 0.1629, Pj = 6.696e-6,
Pb = 7.44e-7, Pf = 0.1072.

Fig. 11 Algorithm to find the
minimum cooperative degree
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6 Numerical Examples

6.1 Comparison of Steady-State Network Survivability

In this section, we investigate border effects in the connectivity-based network
survivability quantification with three stochastic models. We setup the following
model parameters [12]:

kc;s ¼ 1=240:0½1=s� ; kc;j ¼ 3=2:0eþ 7½1=s�;
kc;b ¼ 1=6:0eþ 7½1=s� ; kc;f ¼ 1=500:0½1=s�;
ks;c ¼ 1=60:0½1=s�; ks;j ¼ 3=2:0eþ 7½1=s�;
ks;b ¼ 1=6:0eþ 7½1=s�; ks;f ¼ 1=500:0½1=s�;
kj;f ¼ 1=50:0½1=s�; kb;f ¼ 1=50:0½1=s�;
kj;f ¼ 1=60:0½1=s�;

where kij are transition rates from state i to state j in the exponential distributions.
Under the above model parameters, the node probabilities in the steady state are
given by

Pc ¼ 0:7299; Ps ¼ 0:1629; Pj ¼ 6:696e�6 ;

Pb ¼ 7:44e� 7 ; Pf ¼ 0:1072:

We also assume the network parameters as follows: A ¼ 1000 ðmÞ 	 1000 ðmÞ:
the area of WAHN. N ¼ 500: the number of mobile nodes.

First, we compare the lower and upper bounds of connectivity-based network
survivability [11, 12] with our expected network survivability in Eq. (29), (31) or
(34). We set the transition radius r from 80 to 130, and connectivity requirement
k from 1 to 3. The comparative results are shown in Table 2. From this table, we
can see that the difference between lower and upper bounds of network surviv-
ability is very large for specific values of r and k. For example, when r ¼ 100 and
k ¼ 3, the lower and upper bounds of network survivability in the Poisson model
are equal to 0.0000 and 0.9296, respectively. On the other hand, the expected
network survivability always takes a value between lower and upper bounds. This
result shows us that our expected network survivability measure is more useful than
the bounds for quantification of network survivability. Since it is known in [17, 18]
that the number of neighbors of a node located in border areas is smaller than that
located in the inner area, i.e., the border effect is effective, we compare the expected
number of neighbors in both types of network area in Fig. 12. From this result, it
can be seen that as transmission radius increases, the gap between two cases with
and without border effects becomes remarkable. Especially, it is found that the node
in square area affects the border effect more than that in circular area.

To evaluate the accuracy of our analytical results on border effects, we conduct a
Monte Carlo simulation, where two types of network communication areas; square
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area and circular area, are assumed identically to be A ¼ 1;000;000 (m2). The
expected active number of nodes, E½Na�, is given by 446 with different commu-
nication radius r, which ranges from 80 to 130. We make r increase by 5. The
random generation of active nodes is made 50 times for one radius. In each sim-
ulation, 20 nodes are randomly chosen, and the number of neighbors is calculated
for each node. Finally we get 1000 values of number of neighbors for each r. From

Table 2 Comparison of lower and upper bounds with expected network survivability

r k Poisson Binomial Negative binomial

SVBL SVB SVBU SVBL SVB SVBU SVBL SVB SVBU

80 1 0.3595 0.5268 0.9311 0.3807 0.5381 0.9333 0.3278 0.5103 0.927

2 0.0000 0.0079 0.5830 0.0000 0.0088 0.5902 0.0000 0.0066 0.5716

3 0.0000 0.0000 0.1219 0.0000 0.0088 0.1256 0.0000 0.0000 0.1154

90 1 0.8844 0.8908 0.9899 0.8908 0.8965 0.9904 0.8753 0.8827 0.9891

2 0.0000 0.3519 0.9122 0.0020 0.3682 0.9158 0.0000 0.3295 0.9069

3 0.0000 0.0073 0.6487 0.0000 0.0086 0.6576 0.0000 0.0058 0.6354

100 1 0.9793 0.9796 0.9985 0.9808 0.9810 0.9986 0.9773 0.9776 0.9984

2 0.8156 0.8316 0.9869 0.8289 0.8427 0.9879 0.7971 0.8163 0.9856

3 0.0000 0.3593 0.9296 0.0367 0.3812 0.9336 0.0000 0.3304 0.9241

110 1 0.9925 0.9925 0.9996 0.9928 0.9928 0.9996 0.9921 0.9922 0.9995

2 0.9694 0.9699 0.9982 0.9723 0.9727 0.9984 0.9654 0.9660 0.9980

3 0.8264 0.8406 0.9898 0.8426 0.8543 0.9908 0.8041 0.8220 0.9885

120 1 0.9931 0.9931 0.9997 0.9932 0.9932 0.9997 0.9931 0.9931 0.9997

2 0.9905 0.9906 0.9995 0.9910 0.9910 0.9996 0.9898 0.9899 0.9995

3 0.9713 0.9717 0.9986 0.9745 0.9748 0.9987 0.9667 0.9673 0.9984

130 1 0.9921 0.9921 0.9997 0.9921 0.9922 0.9997 0.9921 0.9921 0.9997

2 0.9919 0.9919 0.9997 0.9920 0.9920 0.9997 0.9918 0.9918 0.9997

3 0.9898 0.9899 0.9996 0.9903 0.9904 0.9996 0.9891 0.9892 0.9995

Fig. 12 Effects of r on the
expected node degree
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this result, we calculate the average number of neighbors for a node in both square
and circular communication areas. Table 3 compares the simulation results with
analytical ones in terms of the number of neighbors, where ‘ignorance’ denotes the
case without border effects in [11, 12, 15], ‘Square/a’ (‘Circular/a’) is the number of
neighbors based on the analytical approach in Eq. (43) [Eq. (48)], and ‘Square/s’
(‘Circular/s’) is the simulation result in square (circular) area. In the comparison, we
can see that the analytical results taking account of border effects get closer to the
simulation results. However, the ignorance of border effects leads to an underes-
timation of the number of neighbors.

Table 4 presents the dependence of connectivity k and the number of nodes N on
the steady-state network survivability among three stochastic models with and
without border effects. Poisson model (Poisson), binomial model (Binomial) and
negative binomial model (Negative Binomial) are compared in cases without border
effects, which are denoted by Ignorance, Square, and Circular in the table. From
these results, it is shown that the network survivability is reduced fiercely as k in-
creases when the number of nodes N is relatively small. In Fig. 13, we show the
dependence of r and k on the steady-state network survivability in the Poisson
model. From this figure, we find that the transition radius rather affects the
steady-state network survivability, if each node has a relatively large r which is
greater than 120 (m). In this case even for the 3-connected network, the steady-state
network survivability becomes 0.8 and tends to take a lower value. On the other
hand, if n is sufficiently large and p is sufficiently small under l ¼ np, from the
small number’s law, the binomial distribution can be well approximated by the
Poisson distribution. This asymptotic inference can be confirmed in Fig. 14. So,
three stochastic models provide almost similar performance in terms of
connectivity-based network survivability in such a case.

Table 3 Simulation and analytical results on node degree

r Number of neighbors

Ignorance Square/a Square/s Circular/a Circular/s

80 8.9751 8.3288 8.1390 8.4350 8.5840

85 10.1321 9.3582 9.3510 9.4842 9.6990

90 11.3592 10.4421 10.5950 10.5901 10.6790

95 12.6563 11.5797 11.6510 11.7519 11.7150

100 14.0237 12.7700 12.8280 12.9687 13.0730

105 15.4611 14.0124 13.9660 14.2398 14.3040

110 16.9686 15.3059 15.2910 15.5645 15.6250

115 18.5463 16.6497 16.6480 16.9418 17.1330

120 20.1941 18.0429 17.9260 18.3711 18.3100

125 21.9120 19.4848 19.6190 19.8515 19.7780

130 23.7000 20.9746 21.1300 21.3823 21.2570
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6.2 Transient Analysis of Network Survivability

Next we concern the transient network survivability at arbitrary time t. For the
numerical inversion of Laplace–Stieltjes transform, we apply the well-known
Abate’s algorithm [22]. Although we omit to show here for brevity, it can be
numerically checked that the transient probability PccðtÞ decreases first and
approaches to the steady-state solution as time goes on. The other probabilities
PcsðtÞ, PcjðtÞ, PcbðtÞ, and Pcf ðtÞ increase in the first phase, but converge to their
associated saturation levels asymptotically. Reminding these asymptotic properties
on transition probabilities, we set N ¼ 500 and r ¼ 100, and consider the transient
network survivability of three stochastic models with and without border effects in
Table 5. The network survivability with or without border effects has almost the

Fig. 13 Effects of k on the
steady-state network
survivability

Fig. 14 Comparison of three
stochastic models with two
types of border effect
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similar initial values (0.9999), and the differences between them will be remarkable
as time elapses.

Because three stochastic models show the quite similar tendency, hereafter we
focus on only the Poisson model with k-connectivity (k = 1, 2, 3, 4) to investigate
the impact on the transient network survivability. From Fig. 15, it is seen that the
Poisson model has higher transient network survivability when k is lower. Also,
when the connectivity level becomes higher, the transient network survivability gets
closer to 0 with time t elapsing. Finally we compare the Poisson model with and
without border effects in terms of the transient network survivability. Figure 16
illustrates the transient network survivability when k ¼ 1. It is shown that if the

Fig. 15 Transient network
survivability with varying k

Fig. 16 Transient network
survivability with border
effects
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border effects are taken into consideration, the transient network survivability drops
down as the operation time goes on. However, the transient solution without border
effects still keeps higher levels in the same situation. This fact implies that the
ignorance of border effects leads to an underestimation of network survivability.
Since such an optimistic assessment of network survivability may result a risk
through the network operation, it is recommended to take account of border effects
in the connectivity-based network survivability assessment in WAHNs.

6.3 Accuracy and Limitation

We have already shown in Table 3 that our analytical models with border effects
provided relatively nice performance comparing with the simulation solutions in
terms of the number of neighbors. Here, we compare the network survivability in
analytical models with the simulation results. As analytical solutions, we calculate the
expected network survivability and its associated bounds in two cases with/without
border effects. Suppose that the number of nodesN equals to 500 for varying transition
radius r from 80 to 130 by 5. Since the network survivability depends on the con-
nectivity level k, we set k ¼ 1; 2; 3 in the simulation experiments. In Tables 6 and 7
the steady-state network survivability for varying node transmission radius r in square
and circular areas are calculated. It can be seen that the simulation result is two-sided
bounded in a few cases with ðk; rÞ ¼ ð1; 125Þ; ð1; 130Þ; ð2; 80Þ; ð2; 85Þ; ð2; 90Þ;
ð3; 80Þ; ð3; 85Þ; ð3; 90Þ; ð3; 95Þ; ð3; 100Þ in Table 6. Looking at the expected network
survivability, it takes rather different values from the simulation results. In Tables 8
and 9, we compare our analytical solutions with the simulated ones for varying N. In
the combination of ðk;NÞ ¼ ð1; 800Þ; ð1; 900Þ; ð1; 1000Þ; ð2; 1000Þ; ð3; 500Þ, it is
shown that the simulation result is two-sided bounded, but the expected network
survivability does not always take the closed values to simulation results. When
‘Ignorance’ is compared with ‘Square’ or ‘Circular’, the latter can takes the closer
value than the former, but fail to get the satisfactory approximate performance. In
other words, our analytical models taking account of border effects still fail to evaluate
the accurate network survivability except in very few cases. This negative observation
implies that there is no satisfactory analytical model to assess the connectivity-based
network survivability, and is a challenging issue to develop a more sophisticated
stochastic model to evaluate it. The lesson learned from the comparative study in this
article will motivate to investigate the other stochastic modeling approach for the
purpose.
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Table 6 Steady-state network survivability for varying node transmission radius r in square area

k ¼ 1 Ignorance Square

r Simulation Expected Bounds Expected Bounds

80 0.3522 0.5268 [0.3595, 0.9311] 0.3557 ½0:0000; 0:8920��
85 0.5365 0.7459 [0.7227, 0.9730] 0.6054 ½0:5149; 0:9532��
90 0.7071 0.8908 [0.8844, 0.9899] 0.7891 [0.7780, 0.9806]

95 0.7964 0.9547 [0.9524, 0.9962] 0.8952 [0.9009, 0.9922]

100 0.8867 0.9796 [0.9793, 0.9985] 0.9481 [0.9558, 0.9969]

105 0.9451 0.9928 [0.9893, 0.9993] 0.9721 [0.9792, 0.9987]

110 0.9532 0.9925 [0.9925, 0.9996] 0.9821 [0.9886, 0.9993]

115 0.9632 0.9973 [0.9933, 0.9996] 0.9859 [0.9921, 0.9996]

120 0.9854 0.9931 [0.9931, 0.9997] 0.9872 [0.9932, 0.9997]

125 0.9943 0.9931 ½0:9927; 0:9997�� 0.9873 ½0:9932; 0:9997��
130 0.9963 0.9921 ½0:9921; 0:9997�� 0.9871 ½0:9929; 0:9997��
k ¼ 2 Ignorance Square

r Simulation Expected Bounds Expected Bounds

80 0.0019 0.0079 ½0:0000; 0:5830�� 0.0014 ½0:0000; 0:4436��
85 0.0279 0.1073 ½0:0000; 0:7962�� 0.0283 ½0:0000; 0:6877��
90 0.1335 0.3519 ½0:0000; 0:9122�� 0.1577 ½0:0000; 0:8466��
95 0.2744 0.6249 [0.5515, 0.9652] 0.3997 ½0:0959; 0:9310��
100 0.4286 0.8316 [0.8156, 0.9869] 0.6453 [0.5835, 0.9707]

105 0.6579 0.9271 [0.9260, 0.9952] 0.8158 [0.8143, 0.9881]

110 0.7492 0.9699 [0.9694, 0.9982] 0.9098 [0.9185, 0.9952]

115 0.8078 0.9882 [0.9853, 0.9992] 0.9549 [0.9635, 0.9980]

120 0.8767 0.9906 [0.9905, 0.9995] 0.9745 [0.9820, 0.9991]

125 0.9378 0.9958 [0.9919, 0.9996] 0.9824 [0.9890, 0.9995]

130 0.9606 0.9919 [0.9919, 0.9997] 0.9852 [0.9914, 0.9996]

k ¼ 3 Ignorance Square

r Simulation Expected Bounds Expected Bounds

80 0.0000 0.0000 ½0:0000; 0:1219�� 0.0000 ½0:0000; 0:0498��
85 0.0000 0.0002 ½0:0000; 0:3762�� 0.0000 ½0:0000; 0:2213��
90 0.0012 0.0073 ½0:0000; 0:6487�� 0.0008 ½0:0000; 0:4811��
95 0.0121 0.1108 ½0:0000; 0:8334�� 0.0195 ½0:0000; 0:7104��
100 0.0538 0.3593 ½0:0000; 0:9296�� 0.1265 ½0:0000; 0:8574��
105 0.2062 0.6336 [0.5693, 0.9725] 0.3545 ½0:0000; 0:9355��
110 0.3367 0.8406 [0.8264, 0.9898] 0.6074 [0.5270, 0.9725]

115 0.4664 0.9408 [0.9313, 0.9963] 0.7927 [0.7898, 0.9887]

120 0.5940 0.9717 [0.9713, 0.9986] 0.8981 [0.9082, 0.9955]

125 0.7363 0.9882 [0.9854, 0.9993] 0.9492 [0.9590, 0.9981]

130 0.8174 0.9899 [0.9898, 0.9996] 0.9717 [0.9797, 0.9991]

* The case in which the upper and lower bounds include the exact (simulation) value
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Table 7 Steady-state network survivability for varying node transmission radius r in circular area

k ¼ 1 Ignorance Circular

r Simulation Expected Bounds Expected Bounds

80 0.3852 0.5268 ½0:3595; 0:9311�� 0.3831 ½0:0516; 0:8996��
85 0.6175 0.7459 [0.7227, 0.9730] 0.6315 ½0:5572; 0:9572��
90 0.7735 0.8908 [0.8844, 0.9899] 0.8072 [0.8004, 0.9826]

95 0.8437 0.9547 [0.9524, 0.9962] 0.9057 [0.9121, 0.9931]

100 0.9301 0.9796 [0.9793, 0.9985] 0.9535 [0.9611, 0.9972]

105 0.9542 0.9928 [0.9893, 0.9993] 0.9746 [0.9816, 0.9988]

110 0.9793 0.9925 [0.9925, 0.9996] 0.9832 [0.9896, 0.9994]

115 0.9920 0.9973 [0.9933, 0.9996] 0.9863 [0.9925, 0.9996]

120 0.9937 0.9931 ½0:9931; 0:9997�� 0.9873 ½0:9932; 0:9997��
125 0.9970 0.9931 ½0:9927; 0:9997�� 0.9873 ½0:9932; 0:9997��
130 0.9989 0.9921 ½0:9921; 0:9997�� 0.9870 ½0:9928; 0:9997��
k ¼ 2 Ignorance Circular

r Simulation Expected Bounds Expected Bounds

80 0.0052 0.0079 ½0:0000; 0:5830�� 0.0020 ½0:0000; 0:4676��
85 0.0422 0.1073 ½0:0000; 0:7962�� 0.0367 ½0:0000; 0:7079��
90 0.1755 0.3519 ½0:0000; 0:9122�� 0.1850 ½0:0000; 0:8596��
95 0.3392 0.6249 [0.5515, 0.9652] 0.4385 ½0:1916; 0:9381��
100 0.5507 0.8316 [0.8156, 0.9869] 0.6789 [0.6341, 0.9742]

105 0.6825 0.9271 [0.9260, 0.9952] 0.8375 [0.8396, 0.9897]

110 0.8191 0.9699 [0.9694, 0.9982] 0.9216 [0.9306, 0.9959]

115 0.9169 0.9882 [0.9853, 0.9992] 0.9606 [0.9690, 0.9983]

120 0.9497 0.9906 [0.9905, 0.9995] 0.9771 [0.9842, 0.9992]

125 0.9706 0.9858 [0.9919, 0.9996] 0.9834 [0.9899, 0.9995]

130 0.9824 0.9919 [0.9919, 0.9997] 0.9856 [0.9917, 0.9996]

k ¼ 3 Ignorance Circular

r Simulation Expected Bounds Expected Bounds

80 0.0000 0.0000 ½0:0000; 0:1219�� 0.0000 ½0:0000; 0:0590��
85 0.0000 0.0002 ½0:0000; 0:3762�� 0.0000 ½0:0000; 0:2451��
90 0.0019 0.0073 ½0:0000; 0:6487�� 0.0013 ½0:0000; 0:5104��
95 0.0223 0.1108 ½0:0000; 0:8334�� 0.0276 ½0:0000; 0:7339��
100 0.1035 0.3593 ½0:0000; 0:9296�� 0.1567 ½0:0000; 0:8722��
105 0.2500 0.6336 [0.5693, 0.9725] 0.4016 ½0:1016; 0:9435��
110 0.4206 0.8406 [0.8264, 0.9898] 0.6503 [0.5954, 0.9764]

115 0.6730 0.9408 [0.9313, 0.9963] 0.8212 [0.8236, 0.9905]

120 0.7696 0.9717 [0.9713, 0.9986] 0.9136 [0.9240, 0.9962]

125 0.8414 0.9882 [0.9854, 0.9993] 0.9568 [0.9660, 0.9985]

130 0.8967 0.9899 [0.9898, 0.9996] 0.9750 [0.9826, 0.9993]

* The case in which the upper and lower bounds include the exact (simulation) value
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Table 8 Steady-state network survivability for varying number of node N in square area

k ¼ 1 Ignorance Square

N Simulation Expected Bounds Expected Bounds

500 0.9065 0.9787 [0.9793, 0.9985] 0.9549 [0.9611, 0.9972]

600 0.9715 0.9909 [0.9908, 0.9995] 0.9865 [0.9876, 0.9993]

700 0.9853 0.9905 [0.9905, 0.9995] 0.9904 [0.9905, 0.9995]

800 0.9960 0.9881 ½0:9880; 0:9995�� 0.9890 ½0:9888; 0:9995��
900 0.9987 0.9850 ½0:9849; 0:9994�� 0.9863 ½0:9860; 0:9994��
1000 0.9988 0.9815 ½0:9814; 0:9993�� 0.9832 ½0:9828; 0:9994��
k ¼ 2 Ignorance Square

N Simulation Expected Bounds Expected Bounds

500 0.5231 0.8249 [0.8156, 0.9869] 0.6473 [0.6341, 0.9742]

600 0.8055 0.9611 [0.9604, 0.9976] 0.9078 [0.9166, 0.9951]

700 0.9027 0.9853 [0.9851, 0.9992] 0.9732 [0.9759, 0.9988]

800 0.9569 0.9872 [0.9871, 0.9994] 0.9855 [0.9859, 0.9994]

900 0.9872 0.9849 ½0:9848; 0:9994�� 0.9856 ½0:9855; 0:9994��
1000 0.9960 0.9815 ½0:9813; 0:9993�� 0.9830 ½0:9827; 0:9994��
k ¼ 3 Ignorance Square

N Simulation Expected Bounds Expected Bounds

500 0.0910 0.3435 ½0:0000; 0:9296�� 0.1052 ½0:0000; 0:8722��
600 0.4031 0.7971 [0.7734, 0.9866] 0.5700 [0.5138, 0.9715]

700 0.6545 0.9482 [0.9468, 0.9973] 0.8680 [0.8796, 0.9939]

800 0.8189 0.9799 [0.9797, 0.9991] 0.9597 [0.9643, 0.9984]

900 0.9351 0.9835 [0.9834, 0.9993] 0.9799 [0.9808, 0.9992]

1000 0.9758 0.9813 [0.9811, 0.9993] 0.9818 [0.9817, 0.9993]

* The case in which the upper and lower bounds include the exact (simulation) value

Table 9 Steady-state network survivability for varying number of node N in circular area

k ¼ 1 Ignorance Circular

N Simulation Expected Bounds Expected Bounds

500 0.8599 0.9787 [0.9793, 0.9985] 0.9602 [0.9558, 0.9969]

600 0.9536 0.9909 [0.9908, 0.9995] 0.9876 [0.9865, 0.9992]

700 0.9775 0.9905 [0.9905, 0.9995] 0.9905 [0.9903, 0.9995]

800 0.9912 0.9881 ½0:9880; 0:9995�� 0.9889 ½0:9889; 0:9995��
900 0.9974 0.9850 ½0:9849; 0:9994�� 0.9861 ½0:9862; 0:9995��
1000 0.9988 0.9815 ½0:9814; 0:9993�� 0.9829 ½0:9830; 0:9994��
k ¼ 2 Ignorance Circular

N Simulation Expected Bounds Expected Bounds

500 0.3888 0.8249 [0.8156, 0.9869] 0.6824 [0.5835, 0.9707]

600 0.7211 0.9611 [0.9604, 0.9976] 0.9200 [0.9034, 0.9943]

700 0.8404 0.9853 [0.9851, 0.9992] 0.9762 [0.9728, 0.9986]

800 0.9148 0.9872 [0.9871, 0.9994] 0.9860 [0.9854, 0.9993]
(continued)
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7 Concluding Remarks

In this article, we have refined the network survivability models by taking account
of border effects in both square and circular areas. Based on the definition of border
effects in communication areas, we have calculated the expected coverage of node
in WAHNs which results the expected node degree, and have formulated the net-
work survivability with border effects. Also we have developed a simulation model
to quantify the network survivability. In numerical experiments, we have calculated
the expected node degree and the connectivity-based network survivability mea-
sures in both analytical and simulation models, and shown that the border effects
were significant to evaluate the number of neighbors accurately. We have also
compared the steady-state network survivability and the transient network surviv-
ability in three stochastic models, and shown numerically that the network sur-
vivability was reduced fiercely as k increased when N was small and that the
connectivity-based network survivability without border effects was higher than
that without border effects. However, in the comparison of connectivity-based
network survivability, we have shown that both the analytical bounds and the
expected network survivability did poorly worked except in a few cases, although it
has been shown that the border effects were still useful to evaluate the number of
neighbors accurately when the transmission radius r changed.

In this article the network survivability has been defined by the minimum
cooperative degree, but it is worth mentioning that it can be considered as an
approximate measure. In future, we will develop a comprehensive network sur-
vivability model and investigate whether the approximate method for network
survivability itself can work well in several random network environments.

Table 9 (continued)

k ¼ 2 Ignorance Circular

N Simulation Expected Bounds Expected Bounds

900 0.9739 0.9849 [0.9848, 0.9994] 0.9856 [0.9855, 0.9994]

1000 0.9862 0.9815 ½0:9813; 0:9993�� 0.9828 ½0:9829; 0:9994��
k ¼ 3 Ignorance Circular

N Simulation Expected Bounds Expected Bounds

500 0.0464 0.3435 ½0:0000; 0:9296�� 0.1350 ½0:0000; 0:8574��
600 0.3154 0.7971 [0.7734, 0.9866] 0.6147 [0.4386, 0.9672]

700 0.5176 0.9482 [0.9468, 0.9973] 0.8866 [0.8584, 0.9928]

800 0.6979 0.9799 [0.9797, 0.9991] 0.9649 [0.9589, 0.9982]

900 0.8770 0.9835 [0.9834, 0.9993] 0.9810 [0.9797, 0.9992]

1000 0.9263 0.9813 [0.9811, 0.9993] 0.9819 [0.9817, 0.9993]

* The case in which the upper and lower bounds include the exact (simulation) value
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Mobile Ad Hoc Network Reliability:
An Imperative Research Challenge

Sanjay K. Chaturvedi and N. Padmavathy

Abstract A rapid development in the areas of sensor and wireless networks has
motivated today’s researchers to model and assess the performance of these dynamic
networks on various counts resulting into the proliferation of interest and researches in
the area of mobile ad hoc networks (MANET). MANET is a network that exchanges
information among the entities that are potentially mobile without any pre-defined
infrastructure based communication support. These networks are of practical impor-
tance in applications like environmental monitoring, health care, military, location
tracking, disaster recovery and many more. However, the design and analysis of a
reliable MANET introduces a formidable challenge since the required knowledge
encompasses a whole range of topics viz., network complexity, routing, scalability,
heterogeneity, protocol issues, clustering, reliability, bandwidth management, mobility
management etc. Therefore, performance modelling and evaluation to ensure their
successful deployment and exploitation in practice are becoming quite a formidable
task. The contribution towards reliability modelling and its assessment of such systems
are still scarce. In this chapter, an extensive study pertaining to the reliability modelling
and assessment under no capacity constraints and the effect of propagation models
(hybrid model and fading model) on reliability are presented.
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1 Introduction

Historically, the wireless media had been the means of communication since ages
(e.g., use of drum communication; use of smoke signals for long distance com-
munication; use of carrier pigeons for data communication; signal torches and many
more) even before the invention of telephone by Alexander Graham Bell in 1876,
and the advent of the wired networks of US defense-“US DARPA or ARPA” in
early 1960s with its subsequent variants thereafter.

There is a phenomenal technological growth and advances in the past two decades,
both in hardware and software, in the direction of providing sophisticated uninter-
rupted services by making the devices more portable, cheaper, user-friendly, and more
importantly reliable. In recent times, Mobile Ad hoc network (MANET), an emerging
technology, allows devices to establish communication on the concept of anytime-
anywhere without the aid of a dedicated centralized infrastructure with enormous
power-on-the-palm through wielding a variety of wireless mobile devices.

The communication using wireless media has been witnessing a phenomenal growth
in recent past with a tremendous growth in mobile users and myriad amount of inno-
vative applications. The present mobile technology have made the human lives more
convenient and influential by providing access with the global community, thus enabling
the users to communicate in the absence of ubiquitous and clumsy wires or cables seen
some years back.

In general, all these devices are equipped with one or more wireless networking
interfaces like Wi-Fi and/or Bluetooth using which, one can communicate with others
through wireless media. These devices can connect with each other either directly
(single-hop-when a mobile node and its neighbor(s) are within its vicinity) or through
intermediate users (multi-hop-when there exists no direct link between communicating
nodes) in a decentralized fashion giving rise to an arbitrary, scalable, and dynamic
network configuration. Moreover, its multi-hoping feature allows and extends the
capability of MN even well-beyond its line-of-sight based applications.

So far, among many intriguing issues with such infrastructureless networks,
reliability analysis is one of the challenging issues of interest, first, because of its
ever changing topology, variant properties of mobile nodes and links, and its
resilience for a specific purpose viz., military scenario, commercial scenarios, etc.
Second, the failure of these networks has significant impact on the services offered
as the networks are application oriented. MANET reliability is an area of great
research to devise better and efficient reliability metrics and/or reliability evaluation
techniques to study their performance and feasibility of deployment.

This chapter discusses the performance study of the MANET on different terrains
or environments that includes reliability evaluation of MANET using two different
types of propagation models—(i) hybrid model and (ii) fading models, i.e., modeling
the link existence based on TR-FRG and fading models. As a scenario, we consider a
user-centric ad hoc network (infantry—soldiers on foot; armored vehicles carrying
soldiers equipped with wireless communication devices) which consists of highly
mobile battery/regenerative powered nodes without any infrastructure support. We

88 S.K. Chaturvedi and N. Padmavathy



www.manaraa.com

assume that the time-to-failure of MN is governed by Weibull distribution. We further
assume that the nodes failure is statistically independent and their repair during a
mission is not feasible. In other words, these MN remain failed from the time it has
failed till the end of the mission duration, if the MN fails in-between the mission
duration. The MN movement follows Random Way Point model with their respective
uniformly distributed velocity and direction.

The subsequent sections cover basics of MANET. A brief survey of the literature on
various aspects of MANET and network reliability is provided in Sects. 2 and 3,
respectively. In Sects. 4 and 5, we cover the performance study of MANET scenario
(stated above) on different terrains or environments. We conclude this chapter in Sect. 6.

1.1 Mobile Ad Hoc Networks: Terminology, Classifications,
and Characteristics

MANET or peer-to-peer network is a collection of solely independent transceivers,
called Mobile Nodes (MN), communicating among them either directly/indirectly to
sustain connectivity by forming an arbitrary topology in a decentralized infrastructure
manner. The MN may be server or client. If a node works as a server, then it should
have attributes like high memory size, high computational power, high battery capacity,
and high storage size whereas the remaining with lesser capabilities are the clients.
Each MN of the network can act as an independent source, destination or router and
generates/routes the data. Every MN forwards each other’s information to enable
sharing among other MN. The network configuration depends on the factors such as
positions of the MN, their coverage zones, and their transmission power. Moreover, the
creation and termination of links among the communicating MN depends on the
mobility and is commonly referred to as MANET’s self-forming aspect. An unam-
biguous ad hoc network at some arbitrary point in time is shown in Fig. 1.

A MANET can be deployed almost in no time in a defined geographical region
alone or as a wireless extension to an existing wired/infrastructure network. Its
scalability and quick deployment feature are some of the driving force for their
deployment in emergency situations like natural or man-made disasters; search and
rescue; location tracking; disaster recovery military conflicts; emergency grounds;
commercial applications; home networking, etc., the list is almost endless. There
are numerous examples in the literature where the system supporting such

Fig. 1 An arbitrary network
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applications is a versatile network, with its base structure being installed either in a
perpetual or an impromptu way. It is expected that, the increasing demand from
military, national security, and commercial customers will further necessitate a
large-scale deployment of such ad hoc networks.

Some of the other prominent features of such networks are mobility and flexibility
with rapidly changing network topology; deployed for a specific application of short
durations (mission time); infrastructurelessness; self-creating networks operating at
high frequency and high BER with low power consumption and low bandwidth [1–4].

1.2 MANET Broad Classification

Based on the performance characteristics, the MANET can broadly be put into as
homogeneous and heterogeneous networks [1]. Figure 2a, b depict the homoge-
neous and heterogeneous network, respectively.

In homogeneous networks, the devices with identical specifications (i.e., trans-
mission range, battery capacity, memory size, etc.) within their transmission range take
part in forming and establishing communication among themselves. The heteroge-
neous networks provide communication among mobile devices of varied nature (due
to the employment of different software/hardware configurations, memory size,
computational power, battery capacity and physical size, and so on), which result into
formation of asymmetric links. Design and analysis of such networks are still a
challenging issue before the researchers as network needs to adapt to the dynamically
changing power and channel conditions of different devices [5–11].

1.3 Failures in MANET

An assortment of reasons viz., low transmission range, out of coverage area, climatic
effects, physical obstructions, and limited battery life can lead to MANET failures.
Other possible sources of failures could be: the source and/or terminal MN gets isolated

Fig. 2 a Homogeneous network and b heterogeneous network
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or experiences some technical glitches in them; intermediate MN serving as router
becomes unavailable due to the above reasons. Even if it does not happen, the fast
movements of MN might make a MN to move out of the coverage area, thereby,
snapping a connection. Similarly, a link failure can occur when two MN fall out of their
vicinity or the fast movements of MNs, noise, rapidly changing network configurations
and/or congestion of wireless links. Similarly, connectivity might not establish among
MN due to hindrances created by some obstacle, viz., buildings, hills, trees, etc. The
other reasons could be signal fading, and excessive interference, etc.

The MN and link failures are shown in Fig. 3a, b, respectively. In Fig. 3a, u1 is
the source MN, u2 is the terminal MN and the remaining MN are intermediate ones.
The single-hop/multi-hop communication between the source and terminal MN
does not exist since u2 lies outside the transmission range of all other MN. There
may be a situation where u1 or u2 may be completely isolated from all other nodes
of the network, thus, losing out the transmission or reception of signals. Besides,
when no direct communication is possible, and source and terminal MN are to
communicate through the intermediate node(s) (say, MNu3).

In summary, all types of failure can lead to path or connectivity failure, thus,
affecting the MANET reliability adversely.

1.4 Attributes and Requirements

The unique attributes and requirements of MANET are presented in great detail in the
MANET literature [7–11]. Here, we briefly provide some attributes and challenges of
MANET from their operation, communication, and design perspectives. They are

• Bandwidth Management: A process of quantifying and streaming the information
flow on a network link that guarantees quality communication to its maximum
capacity. Due to improper bandwidth management and network congestion, the
network performance degrades. The effect of high bit error rates leading to fluc-
tuating link capacity might be more profound in multi-hop networks.

• Heterogeneity: A network formed by connecting devices with different capa-
bilities (like mobile phones, mobile electronic devices) must be able to exchange
messages with one another in a consistent and unified way. This way of

Fig. 3 a Node failure, b link failure
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connecting different devices with some dedicated potential roles is hetero-
geneity. Device specifications like memory, storage space, and processor speed
vary significantly among them which makes it difficult to implement a uniform
programming interface on all nodes.

• Infrastructureless: A group of wireless devices communicating with each other
using wireless media or radio frequency connectivity without the aid of any
centralized controller.

• Interoperability: It is a fundamental property that ensures sharing of authorized
information (audio/video/data) signals wirelessly in real time at any instant with
the available resources. Interoperability means the flawless connectivity of
mobile appliances all the way through the transmission and reception process
with real-time flows of information and analysis.

• Mobility Management: The nodes in the network are rapidly repositioned and/or
move in a deployed area. MN mobility results in changing network topologies.
The aim of mobility management is to change attitudes and the travel behavior
with the ultimate goal to create a new mobility culture in effectively delivering
wireless services to the moving mobile users.

• Multi-hop Routing: It is a type of multi-hop network communication where the
routing between nodes is relayed with the help of intermediate nodes. Reasons
for multi-hop routing may be due to the absence of direct path between the
designated MN pairs, obstacles in the route, and/or energy consumption.

• Power Management: Resource limited devices such as laptops, PDAs, etc., are
battery-driven devices that have very limited power supply. The limited power
supply will affect the CPU processing time, memory usage, signal processing,
and communication related functions like connectivity which in turn limits the
services supported applications by each node. Power management helps in
reducing the overall energy consumption, prolonging battery life, reducing
noise, reducing operating costs for energy and cooling.

• Reliability: In general, the wireless medium is significantly less reliable than the
wired medium since the channel is unprotected from signals from other sources.
In fact lack of fixed infrastructure, flexibility, and the mobility characteristics of
nodes make it difficult to achieve a very high reliable performance.

• Scalability: It is true that performance of a network system suffers with
increasing network size; therefore, sustaining performance with the increasing
complexity is a real challenge. However a dynamic network; the absence of
infrastructure; limited radio range affects scalability.

• Security: This is one of the primary difficulties confronted by engineers of these
systems, namely ad hoc networks, today on account of communication over radio
channel, noisy environment, decentralization, hubs reassociation, and constrained assets.

• Self-organization: The MANET is deployed and managed independently of a
preexisting infrastructure. Individual MN in the network are responsible for
dynamically discovering other MN they can communicate with. These networks
determine their own configuration and their ability to create a dynamic con-
figuration is self-creating network.
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Designing of an ad hoc network, operating in harsh terrain to exchange messages
more efficiently and reliably, has become a major challenge. Besides, the advances
in wireless communications technology are required to overcome the inherent
limitations of broadcast radio networks.

1.5 MANET Scenario Metrics

A list of MANET scenario metrics for, namely, node movement/dynamic topology
based on the average velocity of the nodes, network size, terrain, transmission
range, node density, pause time, traffic patterns, and number of links are highlighted
in [12]. These metrics describe the network environment and define its scenario.

MN velocity defines the speed with which MN traverse within a specified geo-
graphical region. Network size defines the number of MN participating in a specified
geographical region. This parameter has considerable effect on the network connectivity,
thereby, on reliability. Network coverage area/service area (also known as Terrain) is
the boundary within which the nodes move in and/or out. It affects the arrangement of
the nodes and the hop count between the (source, terminal) pair. The transmission range
is the range, with respect to the transmitting/receiving MN within which a communi-
cation can be successfully established. When MN wants to communicate with another
MN, outside its vicinity, a multi-hop routing with the involvement of some intermediate
MN is the solution. Besides, a survey and examination of MANET mobility models
proposed in the recent research literature can be seen in [13, 14].

2 Ad Hoc Network Research: A Brief Survey

2.1 MANET Modeling

The Graph theory is a natural framework for the mathematical representation of
several complex engineering systems and one can find a plethora of applications in
a wide range of arena to solve problems in engineering, physical and social, bio-
logical sciences, and natural sciences [15, 16]. According to this theory, any system
can be represented as a graph composed of nodes (or vertices) and links (or edges).
A network can be directed (undirected) as well as sparse (complete). The network
components are prone to failures, attacks, and errors. The graph is known as
probabilistic graph if these entities (nodes/edges) have certain probability associated
with respect to their operational success/failure.
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Traditionally, any infrastructure-based engineering system (communication
systems, water distribution systems, transportation systems, homeland security
systems, environment monitoring systems, mission critical military systems, etc.,
have been modeled as probabilistic graph taking connectivity as the major criterion
for defining network reliability [16]. However, the especial characteristics of
MANET preclude the direct application of tools and techniques employed for
modeling and reliability analysis of infrastructure-based systems. For instance,
Erdős and Rényi Graph (ERG) Model selects pairs of nodes from a set of nodes of
the graph with equal probability and connects them with a predefined probability
thereafter [17]. Although, ERG have been found suitable for modeling several
complex systems, yet, found to be a poor choice for modeling real-world systems
like wireless sensor networks and ad hoc networks [18–20].

2.2 Geometric Random Graph Model

The fundamental assumption in random graph is that the link existence
(non-existence) between a node-pair is entirely independent of the presence (ab-
sence) of any other link in the network. This may not be true in the case of MANET
as the active nodes within the coverage area of each others are certainly connected.
In other words, the existence of links is a function of the geometric distance
between the nodes and the transmission range of the nodes. The Geometric Random
Graph (GRG) also termed as Waxman Model (spatial graphs) is an improved
version of ERG model. A random geometric graph can be obtained by distributing
n points (nodes) uniformly at unit disk and connecting the node-pairs “iff” their
geometric distance (Euclidean, Manhattan) is nearly the radius of the nodes, where
the distance depends on the chosen metric. This graph can be a viable solution for
modeling real-time networks like MANET and sensor networks [21]. Therefore,
modeling networks using GRG is a more realistic alternative to the classical random
graph models of Erdős–Rényi [20, 21].

2.3 Evolving Graph Model

Evolving graph model (EGM) models [22] approach appear to be another prefer-
able approach to model some dynamic systems such as social networks, commu-
nication networks like MANET, transportation networks and many more. In
general, any dynamic system/network, the topology structure is highly complex
when MN adds into the network over time or sometimes less complex when MN
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leaves the network. When a MN leaves the network, existing links break and
similarly when a MN adds, links are created. This frequent change in configurations
or topologies with time is very well captured using EGM.

An evolving graph G(V, E) models time-dependent networks as a sequence of
static graphs, Gt(Vt, Et) such that their topology change with time, say,
SG ¼ G1;G2;G3; . . .;GT ; T 2 n. Then the evolving graph is represented as
G ¼ SG;Gð Þ. A node ni is active at time slot ti, if this node ni is connected to at least
another node nj at the same time slot. Moreover, the path between node ni at time
slot t1 and node nj at time slot tn is sequence of nodes
ni; t1ð Þ; niþ 1; t2ð Þ; . . .; nj; tn

� �� ��t1 � t2; � � � � � tn and nn; tkð Þ; nnþ 1; tkþ 1ð Þð Þ 2
Etk if tk = tk+1 otherwise, nn = nn+1; is a temporal path. Thus, if a temporal path
exists between the nodes ni; tmð Þ and node nj; tn

� �
, it may be concluded that both

these nodes are temporally connected.
At a given time instant (index point), each network topology is represented as a

subgraph. From Fig. 4, it can be seen that connectivity “b” is present at time
instants T1 and T3, respectively (see subgraphs G1 and G3). These graphs clearly
depict the route between the designated nodes (source and sink). Multi-paths (say
1–3–2–4–5–6; 1–3–4–5–6) are prevalent (see Fig. 5) and finally route selection
depends on the minimum number of hops taken for information exchange between
the designated nodes.

Several researchers have demonstrated that EGM based system modeling per-
mits to tackle the issues like connectedness, congestion control, and routing in
impromptu systems [23, 24]. It seems that the EGM could be a reasonable and
alternate way to focus on the reliability issue with some originality.

T1 T2 T3 T4 

G1 G2 G3 G4 

Fig. 4 The evolution of 6-node MANET over 4 time-slots

Fig. 5 Evolving graph corresponding to Fig. 4

Mobile Ad Hoc Network Reliability … 95



www.manaraa.com

2.4 Node and Link Failures Models in MANET

2.4.1 Node Failure in MANET

Many researchers have concentrated on studying the impact of node failures on
issues like network partitioning, packet delays, congestion, and routing.

Dimitar et al. [25] emphasized that the node failures alters the topology of
MANET, thus, brings in severe changes in the network performance. Ye et al. [26]
showed that the probability of successful reliable path between a random node-pair
using a routing protocol increases with small number of reliable nodes. According
to Shastri et al. [27] signal attenuation, high bit error rate are certain factor that can
cause performance degradations. These performance degradations have significant
impact on the node failure, which is more prevalent in wireless ad hoc environ-
ments due to run-out battery time. Tekiner and Ashish [28] also showed that the
consequences of congestion, low energy levels, and unpredictable nature of
MANET are prevalent issues for failure of node leading to connectivity loss.
Shivashankar et al. [29] developed a compensation algorithm using Network
Simulator model to prevent network partitioning and due to limited bandwidth,
limited residual battery power and poor throughput the MNs failed. Zadin and
Thomas [30] focused on the effect of node failures on connectivity and its stability
using node protection algorithm to improve the use of MANET application. Fei
et al. [31] proposed a classification method of node failures to show that node
failures have great impact on the network connectivity. It has also been shown that
the impact of node failures shall be small as the network size increases. Merkel
et al. [32] introduced an algorithm that mitigated the effect of mobility in terms of
hop count based on distance estimation.

A node reliability model was proposed by Zhao et al. [33] to show that node
mobility has more impact on terminal reliability and link reliability, and necessary
measures should be taken to balance the issues related with both deployment and
protocol design of MANET. Migov and Vladimir [34] used an undirected probabilistic
graph which considers imperfect nodes (because of scuffing or intrusions) with perfect
links to model to show its effects on the reliability of ad hoc network. However, in
reliability engineering, treating time-to-failure of a node as a random variable, the node
failure models can be modeled by any suitable statistical distribution.

2.4.2 Link Model in MANET

In support of the growing advancements, a good modeling of the radio channel has
always been a most important issue in the design of any wireless networks, and
MANET is not an exception. The Link reliability models have been used as a
universal measure to examine the MANETs performance [25]. Generally, radio
wave propagation models have been used to determine the mean path loss and
suitable fading margins wherein the characteristics of a radio propagation model for
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a given environment can be represented by a mathematical expression, diagrams,
and/or algorithms. Usually, statistical methods or site-specific propagation models
have been used in modeling the radio channels to represent the realistic scenarios
[35, 36].

Several researchers [25, 37–43] have contributed to develop efficient working
models on link reliability, which help in achieving a reliable communication
between the specified set of nodes. Dong and Banerjee [38] proposed an energy
efficient link reliability model that minimizes the energy requirement for total
transmission through either hop-to-hop retransmission or end-to-end retransmis-
sion. A model developed by Khandani et al. [39] considered a transmitter (source)
node that has the lowest power. This power is calculated as a function of distance
(dij) between the source and the destination node. In this model, the receiver node
receives message with certainty provided that the information is transferred by a
low power transmitter. Moreover, these authors have also developed another model
as a function of MN range, distance (dij) channel fade state for perfect reception of
information. Wei and Guo [41] proposed a routing protocol using a statistical-based
conditional probability model to determine a reliable route. The theoretical
approach [42] was borrowed and implemented [43] to determine the optimum link
of multi-hop wireless broadcast networks.

Besides, most of the proposed algorithms /technique applied on ad hoc networks
operate in path loss environment. These techniques have been adopted for con-
nectivity analysis, improving the link reliability, protocol, and routing studies [44,
45].

3 Network Reliability

Network systems are ubiquitous in communication networks, power line networks,
computer networks, video conferencing, grid computing systems, and traffic net-
works necessitating the network reliability as an important criterion. The increasing
complexity and scale of systems imply that reliability issues will not only continue
to be a challenge but also require more accurate models, metrics, and efficient
techniques for viable solutions [46].

Qualitatively yet another metric coined as all-operational terminal reliability
[48] is also being used and is defined as the possibility that all the active nodes of a
network must communicate with every other node. This measure is very useful as it
deals with the network whose nodes become disconnected as a result of failure of
the relay (intermediate) nodes. The network reliability could be defined as the
ability of the network to provide network services in an uninterrupted manner. The
purpose of reliability analysis is to quantify this ability with the impact of com-
ponent failures, identify the weakness in the network, and suggest possible reme-
dies to overcome such weaknesses. At the basic quantitative level, k-terminal
reliability of a given network can be defined as the probability that there exists at
least one feasible and minimal path between a specified set of k-out of-N nodes of
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the network under specified conditions of use [47]. When k = 2, then it is known as
2-terminal (terminal-pair /s-t) reliability, which is the probability that a specified
pair of nodes (the source, s and the terminal, t), with known success/failure prob-
abilities, remain connected by a path of operating nodes and links. When k = N,
then it is known as all-terminal reliability, which is the probability that all nodes are
directly (or indirectly) connected.

These above-stated measures have been in vogue for infrastructure-based net-
work systems, and have also been extended to the MANET.

3.1 Network Reliability Evaluation Approaches

In the past, the network reliability design, evaluations, and other related issues for
infrastructure-based networks have been dealt with either using the analytical
technique and/or the simulation method. These algorithms have been extensively
based on graph theory, probability laws, and Boolean algebra such as state enu-
meration method, reduction and factoring (or decomposition) method, transfor-
mation methods, direct methods, approximation method, and in recent times by
employing Binary Decision Diagrams (BDD) [47]. The most common assumptions
in these techniques have been the perfectness or imperfectness of links and/or nodes
and statistical independence of failures.

Although, these common assumptions can also be extended to MANET, yet, the
peculiar characteristics and attributes of random and dynamic topologies; fast node
movements; group formation, etc., preclude the direct application of existing ana-
lytical methods of infrastructure-based network due to analytical complexity, and
computational cost to develop a close form type of solution.

An Enhanced Ordered Binary Decision Diagram (EOBDD) algorithm is also
proposed to efficiently evaluate the reliability of the wireless networks based on the
considerations of common cause failure and large network size in [49]. Mo et al.
[50] proposed an efficient truncated BDD-based reliability evaluation methods to
calculate the reliability of large-scale distributed systems (peer-to-peer network/ad
hoc network and WSN). A BDD method has also been proposed to evaluate the
reliability for wireless sensor networks with different network configuration char-
acteristics that includes connectivity, average hop count, average node degree, and
clustering coefficient [51]. Reference [52] illustrated a novel approach of integrating
coverage area and connectivity for reliability analysis of WSN using computa-
tionally efficient ROBDD approach. These works have shown that by using BDD
for reliability studies is still a promising area of research.

An approach proposed in [53] uses fuzzy logic concepts in enhancing the per-
formance and evaluating the reliability of ad hoc network. A fuzzy logic technique
for gossip-based reliable broadcasting in MANET was proposed in [54]. It
demonstrates that using gossiping approach, the import design issues like unreliable
links, multi-hop connectivity, dynamic topology, and adaptability can be tackled.
However, fuzzy logic concept has mostly been used in determining route reliability,
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stability, route selection and hop count, and reliable multicasting [55–58]. Besides,
simulators like NS-2, NS-3, OMNet++, SSFNet, NCTUns, J-Sim, ShoX, QualNet,
OPNET, Shawn, DIANEmu, GloMosim, GTNets, Jane, NAB; have been in use to
study the MN moving patterns, unstable topology, and connectivity in a MANET
[59].

A scalable approach to model and simulate the reliability of the
infrastructure-oriented wireless networks has been proposed in [60]. Their results
depict the impact of number of subscribers, network size on the expected number of
failures for different component/link reliability conditions. However, use of either
only a simulation approach or combination of analytical–simulation approaches
[61–64] can be applied to evaluate reliability. MCS approach has been used to
characterize MANET for approximating 2TR [65–67].

4 Reliability: Wireless Mobile Ad Hoc Networks

For the purpose of designing a reliable network, most of the researchers have
considered the link existence purely binary with no limitation on the flow of the size
of information carried by the links, i.e., the information carrying capacity of the
links are assumed to be quite large. Besides, under certain practical situations, the
fact that the nodes are perfectly reliable may not always be true leading to inac-
curate estimation of reliability metrics and decision about the network capability
thereof. Therefore, the network reliability of ad hoc network is measured by con-
sidering both nodes and links are unreliable and other properties like changing
topology, limited transmission, node movements, limited life, etc.

Recently, this area has drawn the attention of several researchers. A symbolic
reliability expression was derived using an algorithm which can handle imperfect
nodes and dynamic network connectivity [68]. The 2TRm of the grid structured ad
hoc network is computed and their work mainly focuses on the component-wise
reliability of fixed networks. A combination of random graph theory, percolation
theory, and linear algebra for analyzing the mobile sensor multi-hop networks was
used in [69]. They applied a probabilistic version of adjacency matrix to analyze the
connectivity of such networks without addressing the concern of mobility and
movements of MN.

In fact, the authors of [70] have considered the existence of the link as a
probabilistic event with respect to the nodes status and provided a basic framework
to deal with MANET reliability. Its further extension by considering the mobility to
determine the 2TRm by employing MCS can be found in [65, 66]. As algorithm in
[64] simulates the status of s; tð Þ pair as well, the reliability estimate turns out to be
a conservative estimate. The example scenario is restated here for the sake of
brevity.

Scenario: A network composed of 18 dismounted infantry (soldiers on foot)
equipped with identical man-portable radios. Each radio is capable of
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communicating with other radios and is required to operate for duration of 72 h.
Each MN has a transmission range of 3 miles; each with a reliability that is
described by Weibull distribution with parameters h = 1000 h and b = 1.5. The
soldiers move randomly in a square coverage area of 64 square miles with a
maximum and minimum velocity of 6 and 3 miles per hour respectively, in a
random fashion.

Ref. [66] improves the approach of [65] and has also provided effects due to
various parameters viz., varying network size (NS), varying transmission range
(TR) and varying network coverage area (NCA), on 2-terminal reliability. The
approach proposed in [66] also helps in taking the decision on deployment of
MANET with respect to the network size, transmission range of MN, etc. For
instance, with respect to a hypothetical scenario taken in [65, 66], the summary of
the outcome is

• For a given coverage area, one can determine the optimal transmission range of
MN where further increase in transmission range of MN would have no sig-
nificant effect on reliability as shown in Fig. 6a. The results also confirm the fact
that with increase in the MN transmission range increases the reliability as more
nodes get connected with each other (Fig. 6b).

• Suitability of a fixed number of available MN to cover a certain area of oper-
ation. For a fixed number of available MN (18 in number) with their average
transmission range (3 miles), the change in 2TRm with the varying coverage area
is shown in Fig. 7, indicates a sharp decline in reliability and the unsuitability of
transmitters for a simulation boundary of even 64 miles2.

• The variation of 2TRm with network size is shown in Fig. 8 to decide upon the
number of MN requirements for a targeted reliability to cover a 64 square mile
in a critical operation clearly indicating that to achieve a reliability of more than
0.9, about 50 MN are required. The significance is that as the network size
increases, the link consistency increases leading to the availability of large
number of paths and hence high reliability.

Fig. 6 Effect of transmission range on a 2TRm b 2TRm with a mission duration
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Summarily, if the reliability of MN is poor, then even by deploying a large
number of nodes with long transmission range or less coverage area, the target
reliability of MANET would be constrained by reliabilities of designated com-
municating nodes. Similar outcomes have been resulted once the proposed algo-
rithm is applied to study the effect on all-terminal reliability (ATRm) and all
operational where results have shown that 2TRm > AoTRm > ATRm.. Besides, the
pattern obtained for AoTRm is found to be almost the same as that attained for
ATRm. For more details, readers can refer [71]. However, both the approaches in
[65, 66] did not give any attention to signal degradation or loss.

Fig. 7 Effect of NCA on
2TRm

Fig. 8 Effect of network size
on 2TRm
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5 Reliability: Wireless Ad Hoc Network Under Different
Environment Scenarios

It is well known in communication engineering that the communication signal
strength is greatly affected by the signal frequency, incidence angle, and nature of
the medium. Therefore, it is worthwhile to briefly discuss communication exchange
via radio waves /electromagnetic /acoustic waves over space using the media.

The wireless radio channel is the most challenging issue related with achieving
reliable communication as the channel is susceptible to noise, interference, channel
impediments (attenuation, distortion, etc.) and mobility of users [72]. Practically,
the radio wave propagation through the environment gets reflected, scattered, or
diffracted because of obstacles and other interfering objects. Further, the strength of
the signal decreases as the distance between the transceiver increases. The variation
in signal strength with the distance between the mobile nodes may be small within
line-of-sight (LOS) or severe in non-line-of sight (NLOS) regions, i.e., obstructed
by buildings, mountains, and foliage.

There are propagation models that focus on the average signal strength at a given
distance from the transmitter (path loss models) or on the randomness in the signal
strength at close proximity to a particular location (fading models) and are classified
based on the distance of separation between the mobile users as large-scale prop-
agation models and small-scale or fading models [73]. The large-scale propagation
models are characterized as models that can predict the average signal strength over
large T-R separation distances (say several 100 s to 1000 s of meters) while the
small-scale propagation models are characterized over very short distances (a few
wavelength).

A successful communication in wireless media is related with the perfect
reception of the transmitted signal by the receiver node at the destination. But the
transmitted radio signals attenuate as they traverse through space and is called as
terrestrial losses. These losses occur because the radio wave is affected by the
topography of the terrain, man-made obstacles (buildings), and natural obstacles
(trees, hills, and mountains) [74]. The presence of these obstacles along the path of
the radio signal introduces many random variations like scatter, reflection,
diffraction. Figures 9 and 10 depicts the propagation mechanisms for both indoor
and outdoor environment applications.

Owing to the reflection, diffraction, and scattering of the radio waves the
transmitted wave more often reach the receiver by more than one path, resulting in a
phenomenon known as multipath fading [36]. Reflections occur when the radio
signals impinge on obstructions. Reflections are commonly caused by the surface of
the earth and from buildings, walls, and other such obstructions, and are dominant
in indoor applications. Diffraction is a mechanism where the signals are incident
along the edges of the buildings, walls, or other larger objects and is most
prominent when the receiver is in non-line-of-sight (NLOS) of the transmitter
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(outdoor environments). This phenomena cause to arise the secondary wave from
the obstructing surface. In mobile radio communication, the signal scattering is
mainly due to foliage. Scattering is a mechanism wherein the signal spread out in
all directions in form of spherical waves because of obstacles with rough surfaces,
furniture (indoor) and vehicles, foliage (outdoor) along its path. This type of
propagation in all directions reduces the signal power levels and is more prominent
when the nodes are located in a highly mixed and messy environment [75].

The services of wireless network spans through a variety of environments and
hence a single unique model may not be suitable to describe the radio propagation
among the MN. The subsequent paragraphs provide a description of the models that
have been considered by the reliability research fraternity.

Fig. 9 Radio propagation
mechanisms in indoor
environment

Fig. 10 Radio propagation
mechanisms in outdoor
environment
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5.1 Path Loss Model

As mentioned earlier, some researchers recently have made an attempt to evaluate
the reliability of MANET considering imperfect vertices and Euclidian distance
based binary links reliability model [65, 66]. However, in practicality, the likeli-
hood of reliable communication can deteriorate even within the MN transmission
range. Obviously, the hypothesis of original reception of the transmitted informa-
tion within the defined transmission range thereby leading to wrong estimate,
conclusions and managerial decisions thereof with an under designed network.

Path loss is an essential parameter to be considered for attaining reliable com-
munication and is influenced by prominent factors like operation scenario (envi-
ronment and distance between the users), terrain buildings and vegetation. Hence,
to attain an acceptable reliability level, it is therefore necessary to model the link
existence as per realism in a closer manner. In a path loss model, the received signal
is a decreasing function of the distance (Euclidean/Manhattan) between the
transmitter–receiver pair. Further, the path loss can be represented by power law as
(1) [75].

Pr ¼ P0
d0
�
dij

� �g
ð1Þ

where, Pr is the actual received power, P0 is the received power at a reference
distance d0 (the reference distance d0 is typically chosen to be 1 m in indoor
environment and 100 m or 1 km in outdoor environment [73]. The η is the path loss
exponent that varies between 2 (FS) to 6 (heavily built urban environment where a
higher value of η indicates a faster decay of radio signals, i.e., severe randomness in
received power of the radio signal. The path loss exponent for different environ-
ments is provided in Table 1.

The most commonly used radio propagation models [viz., Free Space
(FS) propagation model and the Two Ray Ground (TRG)] based on the path loss
phenomenon are briefly described in the ensuing section.

Table 1 Path loss exponents
for different environments
[73]

Building type Path loss exponent, η

Line-of-sight in buildings 1.6–1.8

Grocery store 1.8

Vacuum, infinite/free space 2.0

Retail store 2.2

Office with soft/hard partition 2.6–3

Urban areas cellular radio 2.7–3.5

Shadowed urban cellular radio 3.0–5.0

Obstructed in factories 2.0–3.0

Obstructed in buildings 4.0–6.0
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5.2 FS Propagation Model

In a FS propagation model, the radio wave can propagate without being affected by
the obstacles and is also referred line-of-sight (LOS) channel propagation. This
model predicts that the radio signal strength or the received power decays as a
function of some power of the distance as in Eq. (3).

Depending on the signal radio frequency (f), its additional system losses (L), and
transmission power (P0), the FS received power (Pr, FS) is defined as (by Friis
formula) (2).

Pr; FS dij
� � ¼ PtGtGrk

2

L 4p dij
� �2 ð2Þ

where, Gt and Gr are the transmitter and receiver antenna gains, respectively, and
L is the system loss. It is generally common to select Gt = Gr = 1 and L = 1; k = c/f,
is the wavelength of the carrier; c is the speed of light (3 x 108 m/s). The Euclidian
distance, dij (s), between a pair of nodes (ui, uj) at time “s,” given by (3);

dij sð Þ ¼ xj sð Þ � xi sð Þ� �2 þ yj sð Þ � yi sð Þ� �2� �1=2
ð3Þ

It is clear that (2) does not hold for dij = 0, hence, many models use the rep-
resentation of close-in or reference distance d0. Let, P0 be received signal power at a
reference distance d0 of 1 m as (4)

P0 ¼ PtGtGr

L
k=4pð Þ2 ð4Þ

and Eq. (2) can be rewritten as (5)

Pr; FS dij
� � ¼ P0

.
d2ij

ð5Þ

The FS model is best suitable for transmitter–receiver pair operating in LOS or
in other words the propagation in this model is through a single direct path between
the mobile users with no physical obstacles between them [72].

5.3 TRG Propagation Model

The relationship observed for FS propagation in Eq. (4) does not hold good for all
types of environments as the signal not only travels using a direct but can also reach
to the receiver through several other paths. The TRG model is an improvement over
FS model where the signal propagates through direct path at shorter distances and
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takes multipath for long distance coverage. This implies that the TRG model
comprises of one direct path and one reflected path between (ui, uj). The reflected
path reflects off the earth surface, and is a good estimate for propagation along
highways, rural roads, and over water [72]. The received signal power of the TRG
model can be expressed as (6).

Pr;TRG dij
� � ¼ PtGtGrh2t h

2
r

Ld4ij
ð6Þ

where, the ht and hr denote the antenna heights above the ground and is, generally,
considered to be constant. Gt is the antenna gain of the transmitter and Gr is the
receiver antenna gain; Gt = Gr = 1. L is the system loss, not related to propagation,
and generally L = 1. Note that this model combines both direct and a multipath and
is independent of the carrier frequency. Further, we know that the received signal
strength (P0) at the first unit distance is defined using (7)

P0 ¼ PtGtGrk
2

4pð Þ2 ð7Þ

where, k = c/f, is the wavelength of the carrier, c is the speed of light (3 � 108 m/s)
and f is the frequency in Hertz. (7) is modified as (8)

PtGtGr ¼ P0 4pð Þ2
k2

ð8Þ

By substituting (8) in (6), we get (9)

Pr;TRG ¼ P0
4p
k

	 
2 h2t h
2
r

d4ij
ð9Þ

It is also known that

Dd ¼ k
2
¼ 2phthr

dc

dc ¼ 4phthr
k

where, dc is the critical distance (threshold distance/crossover distance). Now,

d2c ¼ 4phthr
k

	 
2

ð10Þ
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Substituting (10) in (9), (6) can be reduced to (11) as

Pr;TRG ¼ P0
d2c
d4ij

ð11Þ

It may be noted that when dij < dc, (5) can be used, i.e., signals propagate using
FS model and when dij < dc, (11) is used, i.e., signal propagation is through TRG
model. The performance would be the same when dij = dc.

5.4 Model I: FS–TRG Propagation Model—A Hybrid
Model

The models discussed in Sect. 5.2 and Sect. 5.3 visualize the power of the receiver
in terms of distance. Referring back in Eqs. (7) and (15), respectively, it can be
noted that P0 is inversely proportional to dij

2 for free space and dij
4 for two ray ground

model, respectively. Note that in a binary link reliability model, when the dij � rj,
then the link reliability is assumed as unity in theoretical sense [65, 66]. On the
other hand, the signal strength weakens even up to the MN transmission range due
to channel noise, fading effect or interference, thereby, decreasing the reliability.
Then, the link reliability can be modeled as in Eq. (12)

Rl dð Þ ¼
Rl dð Þ ¼ 1 d� dr
Rl dð Þ ¼ RFS dð Þ ¼ A

d2 þB dr� d� cr
Rl dð Þ ¼ RTRG dð Þ ¼ C

d4 þE cr� d� r
Rl dð Þ ¼ 0 r� d

8>><
>>: ð12Þ

where, 0 � Rl (d) � 1; 0 < d � 1; d � c � 1 and A, B, C, and E are all
constants. d represents the threshold distance of FS model; c is the distance greater
than d for TRG model, d represents the Euclidean distance and r represents the
transmission range. Using this model, the link reliabilities can be derived as (13)
[76]

Rl dð Þ ¼

1 d� dr
d2

1�d2ð Þ
r2
d2 � 1
� �

dr� d� cr

c2d2

1�d2ð Þ 1þ c2ð Þ
r4
d4 � 1
� �

cr� d� r

0 r� d

8>>>><
>>>>:

ð13Þ

The link reliability, represented as a function of distance (dij) and transmission
range (rj) can be expressed as (14)
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Rl dij sð Þ� � ¼
1 dij sð Þ� drj

d2

1�d2ð Þ
r2j

dij sð Þ2 � 1
� �

drj � dij sð Þ� crj

c2d2

1�d2ð Þ 1þ c2ð Þ
r4j

dij sð Þ4 � 1
� �

crj � dij sð Þ� rj

0 rj � dij sð Þ

8>>>>><
>>>>>:

ð14Þ

Figure 11 shows the link reliability model based on FS–TRG propagation
wherein FS propagation can be used when the distance between the nodes lie within
drj and crj, and for distances beyond crj, the TRG propagation model is utilized [76].

Figure 12a–c depict the changing trend in MANET reliability on varying the
transmission range, network size, and coverage area, respectively, for a fixed

Fig. 11 FS–TRG propagation based link reliability model [73]
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mission duration of 72 h on the considered scenario in [65] and as stated in Sect. 4.
Similarly, the simulation result in Fig. 12d portrays the effect on the MANET
reliability with varying d and c values with respect to change in mission duration.
When (d, c) = 1, the reliability attained with the proposed model is the same as that
of free space model. These values clearly indicate that the obtained MANET reli-
ability is very much affected by environmental surroundings and hence the network
designed solely based on the FS propagation model would yield a much inadequate
and more prone-to-failure network design. For instance, radio with 3 miles radio
range is an inappropriate choice, and moreover deploying the network in a pure FS
environment for the given scenario provides an overemphasized MANET reliability
leading to unexpected and undesired results in MN deployment.

In other words, such type of analysis and figures can encourage the designers to
opt for a network with a suitable nodes transmission range, coverage area and
network size to achieve the desired reliability based on the propagation model.
Other reliability metrics such as AoTRm and ATRm have also been assessed using
this approach.

Fig. 12 Effect of varying (d,c) on MANET reliability (2TRm) with a transmission range
b network size c coverage area and d operation time
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5.5 Model 2: Log-Normal Shadowing Propagation Model

In most of the practical channels, signal propagation takes place both in the
atmosphere and near the ground. A signal transmitted via wireless media actually
experience random variation in received power at a given distance due to the
presence of objects in the path of the radio waves. That is, as the signal traverse
from the transmitter to the receiver various signal corruptions occurs because of
interactions of several factors such as obstacles (buildings, trees), environment
scenarios, fluctuations in the signal amplitude, and is commonly referred as fading.
Large-scale fading, medium-scale fading, and small-scale fading are the different
types of fading. The fast fading describes the swift fluctuations in the amplitude of a
radio wave over a short duration of time that is being experienced by the user. The
medium-scale fading captures the randomness in the received radio wave over
larger distances. The large-scale fading represents the dependency of the expected
received signal mean power to the distance between the MN. Besides, depending on
the environment, surroundings, and the location of the MN, the received signal
strength of the MN also varies even when it lies at a same distance from the source
node. This variation in signal strength is called shadow fading. Shadow fading
model appears to be a statistical wave propagation model that studies the effect of
several environments with respect to carrier frequency, antenna heights, polariza-
tion, and distance. Egli [77] was first to analyze the model and also provided an
empirical formula.

Therefore, by considering fading, we can say that the distance between any two
nodes is no longer sufficient to determine the existence of the link as is considered
in the FS model/binary link reliability model. This model was purely
distance-dependent model (see Fig. 13a), which does not consider the randomness
present in the radio communication.

The shadowing phenomenon is generally referred to as large-scale or slow
fading model. The implication of this model is that it is uncertain to have a con-
nectivity to be established for those nodes within the defined range of the

Fig. 13 a Purely distance dependent. b Shadow fading link model
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transmitter whereas a node outside the defined range guarantees a communication
link with the transmitter. That is, due to the random strength, possibly two events
might occur, i.e., a link between two nodes can exist when dij > rj; no link exist
when dij � rj and hence the connectivity properties changes, making the con-
nectivity analyses more complex [78]. The literature indicates wireless channels
modeled based on shadow fading (see Fig. 13b) has been used in several studies,
say, in connectivity analysis, protocol studies, etc. [45, 78–81].

A log-normal shadow model consists of two parts: a path loss model and a
shadowing model. The path loss model predicts the mean received power as a
deterministic function of distance (dij), and the shadow model reflects the variations
of the received power at certain distance. The log-normal shadowing radio prop-
agation model [82, 83] is represented as (15)

Pr;sh ¼ P0 d0=dij
� �g�10X=10 ð15Þ

Substituting Eq. (1), we get

Pr;sh ¼ Pr10X=10 ð16Þ

Equation (16) can be represented in decibels as (17)

10 log10 Pr;sh
� � ¼ 10 log10 Prð ÞþX ð17Þ

where, X is a Gaussian distributed random variable (in dB) with a standard devi-
ation r (in dB). Table 2 provides some typical values of the shadowing deviation.

A zero standard deviation implies the absence of randomness in the received
signal and hence Pr;sh ¼ Pr, i.e., the shadow model behaves as path loss model.
Reliable communication between the designated nodes is assumed to be possible
when received power, Pr,sh is greater than desired received signal threshold, c0,
i.e., Pr,sh > c0. That is, the condition for correct reception is Pr,sh/c0 > 1 or log
(Pr,sh/c0) > 0. Hence, the probability of having a link between the designated nodes
at normalized distance from each other, that is, the link probability is (18) [67]:

Table 2 Shadowing deviation for different environments [73]

Environment Shadowing deviation, rdB
Vacuum, infinite space 0

Factory, line-of-sight 3–6

Outdoor (shadowed urban cellular radio) 4–12

Grocery store 5.2

Factory, obstructed 6.8

Office, hard partition 7

Retail store 8.7

Office, soft partition 9.6
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p d̂ij
� � ¼ Pr 10 log10 bP d̂ij

� �� �
[ 0

h i
¼ 1ffiffiffiffiffiffi

2 p
p

r

Z1
0

exp �
t � 10 log10 d̂�g

ij

� �� �2
2 r2

2
64

3
75dt

¼ 1
2

1� erf v
log d̂ij
n

 !" #
;

ð18Þ

where, n , r=g; v ¼ 10=
ffiffiffi
2

p
log 10

� � ¼ 3:07; d̂ij ¼ dij=rj.

d̂ij is the normalized distance and n is the ratio between the standard deviation of
power fluctuations of radio signal (r) and the path loss exponent (g). Clearly, it is
directly proportional to the signal power variations. Theoretically, the n can be
varied between 0 and 6. When n = 0, shadowing model is equivalent to the path
loss model, therefore, the log-normal shadow model is the generalization of path
loss model, and can be represented as (19).

lim
n!0

p d̂ij
� � ¼ 1; if d̂ij\1

0; if d̂ij [ 1

�
ð19Þ

Figure 14 shows the variation of the probability of the existence of a link (link
reliability) with respect to the normalized distance for different values of standard
deviation of shadowing model. When n > 0, there exists a nonzero probability such
that nodes at distances greater than the normalized distance, (d̂ij ¼ 1Þ get connected.
Similarly, there exists a nonzero probability that the nodes at distances less than the

Fig. 14 Link reliability as a
function of normalized
distance for different values
of n
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normalized distance, (d̂ij ¼ 1Þ are disconnected. It can also be seen that as n
increases, the probability of link existence increases with distance. Further, at low
value of n the signal fluctuations are low and hence the link probability reduces.

Therefore, the probability of link existence between a pair of nodes (ui, uj) at a
Euclidean distance dij(s) in terms of Euclidean distance, transmission range and n
using (18), i.e.,

RL d̂ij sð Þ� � ¼ 1
2

1� erf v
log d̂ij
n

 !" #
ð20Þ

where, d̂ij is the normalized distance and d̂ij ¼ dij=rj and the Euclidean distance
between the node pairs at time “s” can be computed using (3).

Further at any instant “s,” the link status Lij(s) can be determined using (21),
where, “b” is a uniform random number between (0, 1).

Lij sð Þ ¼ 1; if b�RL d̂ij sð Þ� �
0; ifb[RL d̂ij sð Þ� �

(
ð21Þ

Fig. 15 Effect of a NCA b TR c NS on 2TRm for different link probability models (binary model,
FS–TRG model, shadowing Model)
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The 2-terminal MANET (for the scenario taken up by [64, 65] for FS–TRG
model and stated in Sect. 4), when (d, c) = 1, and Shadow model when n = 0, 2
and 6 are depicted in Fig. 15a–c, respectively. From the results it is clear that the
achieved 2TRm for all the cases, seen as single line—(binary model (black line),
FS–TRG model (red line), and Shadow model (n = 0) (dark blue line)) turns out to
be same with a negligible variation due to random number generator used in our
MCS approach. It was also noticed that as the severity of the environment increases
(say, n = 6), the network reliability increases by almost 25 % (small coverage area)
and 70 % (large coverage area) vis-a-vis with no severity (say, n = 0).Similarly, it
may be observed that 25 % of increase in reliability is observed for a small network
size with each node’s transmission range of 3 miles and a negligible increase for a
large network size with larger transmission range. Furthermore, the results also
show that when shadowing is severe, the 2TRm reliability is almost maximum,
which do not exceed R2

i (source = terminal reliability = Ri) irrespective of change in
simulation area, MN range and number of nodes. The estimation of reliability
measures with respect to network coverage area, transmission range and network
size for different shadow parameters (Results for terminal reliability are shown in
Fig. 16) are reported in [67].

Fig. 16 Effect of a NCA b TR c NS on 2TRm for different values of n
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6 Conclusion

This chapter has provided some intriguing issues that are normally absent in
infrastructure-based communication networks and made an attempt to highlights the
current state of research through and extensive literature survey related to attributes,
characteristics and models of MANET.

Although, several researchers have been setting up a trendy path related to
routing protocols; multicasting; medium access control; packet forwarding proto-
col; soft handoff; security; third-party incentives; heterogeneous internetworking;
sensor integration; mobility exploitation; motion privacy protection; mobility pat-
tern; routing; battery life estimate, performance of MANET, etc. Nevertheless,
reliability evaluation of such networks is still a demanding issue and is still at its
infancy stage.

In this chapter, a Monte Carlo simulation based approach has been presented and
using the same metrics that have been in vogue for infrastructure-based networks,
the results for 2TRm of a MANET scenario (deployed for a hypothetical military
operation) have been discussed. The presented algorithm took into account the
formation of network topology (in a rectangular/square area wherein the MNs move
following the RWP mobility model), from one instant to another, using geometrical
random graph. The probabilistic behavior of MNs has been assumed to follow a
Weibull distribution whereas a hybrid model (FS–TRG model) has been used to
simulate the link reliability. The methodology and analysis presented in this work
can help the designers/decision makers to design/deploy an application-oriented
MANET by considering several influencing factors for an assigned reliability tar-
get. We have also made an attempt to provide an insight on the impact of shad-
owing n and scenario metrics on the MANET reliability. We have shown that when
n = 0, the model behaves as a path loss model and thereafter as n increases the
MANET reliability also increases because of higher connectivity between the MN
though the power fluctuations are severe. The simulated results are of practical
significance for the design of MANET and further can be applied for planning of
such networks by considering suitable number of nodes with desired transmission
range that are needed to achieve a reliable communication within the defined
simulation boundary operable in a severe environment. Further, the MANET reli-
ability evaluation wherein the link existence (no existence) depends on the relation
between the capacity demand (Cd) and the link capacity (Cij) can be seen in [84].
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Software Reliability Modeling with Impact
of Beta Testing on Release Decision

Adarsh Anand, Navneet Bhatt, Deepti Aggrawal and Ljubisa Papic

Abstract Increased dependence of humans on technologies has made it necessary
for developing the software with high reliability and quality. This has led to an
increased interest of firms toward the development of software with high level of
efficiency; which can be achieved by incorporating beta tests for improving and
ensuring that the software is safe and completely free from errors. In a software
release life cycle, beta testing is the last important step that software developers
carry out before they launch new software. Beta testing is a unique testing process
that helps software developers to test a software product in different environments
before its final release in the market. In this chapter of the book, we develop a
SRGM by inculcating the concept of beta testing in the fault removal process to
account for situations that might occur when the software is used in diverse
environments. This is done to evade the chances of system being failed in the field.
Conducting beta tests results in enhancement of software reliability and has been
widely acknowledged. Furthermore, we have developed an optimal scheduling
model and showed the importance of beta test while determining the general
availability time of the software and making the system more cost effective. For
validating the accuracy and predictive capability of the proposed model, we ana-
lyzed it on real software data set.
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1 Introduction

The growth of the internet—and the lucrative opportunities it presents—is bringing
with it an explosion in software application development. Software has become an
inherent part of every fabric of our lives. In today’s connected economy, almost
every government as well as private and nonprofit enterprise rely on software as a
core business function. The growth in software advancement and rapid delivery of
new features led to a major shift in the way to meet customer demands, and
therefore an organized environment for development and testing becomes an
integral part of the value chain. In 2015, according to Gartner, the worldwide size of
the security software market was US$22.1 billion, an increase of 3.7 % over 2014
[1]. In India, the IT sector has increased its impact on India’s GDP from 1.2 % in
1998 to 9.5 % in 2014, further aggregating a revenue of US$143 billion in FY2016,
where export revenue raised to US$108 billion and domestic to US$ billion, rising
by over 8.5 % [2].

As software application becomes ingrained in our day-to-day life, its failures
result in disastrous situations which are becoming even more serious. Reports of
tragic effects of software failure exist in large numbers. Some well-known failures
such as programming errors in the radiation therapy machine result in the death of
three persons due to the massive overdose of radium [3]. An on-board software
program failure caused an explosion in the Ariane 5 heavy lift launch vehicle on
June 4, 1996, which cost more than US$7.0 billion to the European Space Agency
[4], and a software bug present in the engine control system of Royal Air Force
helicopter caused its crash, killing more than 25 persons [5]. Also in the very last
year some of the famous software glitch which resulted in severe disruption were
entertained that includes the Amazon 1p price glitch which caused products on sale
in marketplace for just one penny. This flaw resulted in a loss of $100,000 for the
vendors. In September 2014, Apple had a major embarrassment when it had been
forced to pull the iOS 8 update merely after its release due to the various mal-
functions in the software [6].

For an increasing demand of delivering reliable software products to the users,
software quality has become more vital recently due to the increased security
concerns arising from software vulnerabilities. The quality of a software encoun-
tered by an end user is an association of the faults in a software product when it is
released, plus the efforts that the developer makes to patch the imperfections after
release. Once a software is up for general availability it has to be free from all the
flaws. A software product has usually gone through a number of stages in its
development before it is available for general availability. Software testing is one of
the phases which is usually performed for various purposes: first, to improve
quality; second, for verification and validation, and for reliability estimation [7]. In
this regard, software reliability models can give significant level of reliability for a
software during the development process. Over the past four decades, research
activities in field of reliability engineering have been done, and various software
reliability growth models (SRGMs) have been proposed in the literature [8].
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SRGMs have been effective in assessing the software reliability and the potential
number of faults in the software.

Selecting a suitable software reliability growth model for attaining a desired
level of reliability; software engineer makes it sure that the testing has been per-
formed till the time sufficient number of bugs or faults have been removed and the
software offering is ready to be released. A crucial decision for the firms lies at time
when the software has to be released in the market or to know the exact time till
when the execution of testing activities should be done. Many researchers have
established various software scheduling problems considering different aspects; to
analyze the period of software testing phase in the literature [8]. Selecting an
appropriate software reliability model uniquely identifies a time point suggesting
the time at which the software is up for release in the market. But the problem
aforesaid is not just associated with its general availability, it involves many factors
and attributes that a firm have to take care while determining the optimum release
time. If testing stops prematurely, pending errors in the software may leave the
software developers with dissatisfied customers and can invite a high cost of fixing
faults during its operational stage. On the other hand, if shipping a software is too
late, it surely increases its reliability but the cost due to economic factors constitute
may charge a firm with high testing cost, penalty cost due to late delivery. Hence,
while deciding the optimum release time both factors have to be taken care
judiciously.

In this chapter, we have focused our objective on testing the releases of a
software during its lifetime and further implying that the reliability can be improved
when the software undergoes phase transformation from alpha testing to beta testing
phase. Furthermore, an optimal release scheduling model is provided which
incorporates various costs and a preferred level of software reliability in determi-
nation of optimum release time of a software. The rest of this chapter is organized as
follows. First, in the following section, a brief background of our study is provided.
Section 3 provides the literature review of our study. In Sect. 4, we derive a SRGM
based on Non-Homogenous Poisson Process (NHPP) to represent a fault
detecting/removal process during the testing and further integrate the beta testing
activities. Section 5 evaluates the proposed SRGM with a numerical example of a
real software failure data. In Sect. 6 an optimal release time cost model is presented,
finally conclusions and acknowledgement are given in Sects. 7 and 8.

2 Background and Motivation

2.1 Software Release Life Cycle

Prior to the testing, a software product has been put through the stages of devel-
opment and maturity which include the activities: requirement overview, design
making, coding, and system testing. The life cycle of a software is the collection of
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all the phases of development of an application: varying since its preliminary
requirement to its ultimate release, along with the updated versions of the previous
releases in order to fix loopholes and to improve the features present in the soft-
ware. As shown in Fig. 1, a software release is characterized by different versions in
its lifetime [9].

With the continuous improvement in the development of software in every stage;
each version of the software is released either in private or public for testing. A final
software release is preceded by the deployment of alpha and then beta versions. The
final quality of a software mainly depends on the activities that are performed
during the testing phase; that is, with the debugging of faults, reliability of the
software improves. As mentioned earlier, the software testing process is very
complex. Due to this reason there are many types of software testings available in
the literature [10]. One of the types of software testing is alpha testing. Usually it is
performed at the development site by a number of in-house testers or an inde-
pendent test team. Alpha testing allows a developer to perform internal acceptance
testing, which is normally employed prior to the beta testing [10, 11].

2.2 Beta Testing

As shown in Fig. 1, prior to release of beta version of software, after the completion
of in-house testing activities for each pre-alpha and alpha versions of the software
by the developer then the software ends with a feature freeze version, representing
that, there will be no more design and feature changes in the software. Then, the
software version is termed as feature complete. Beta phase usually commences after
the transition of a software program to a feature complete application and the
software is ready for the open and closed beta testing [9].

Every enterprise or organization follows its own software testing life cycle. We
emphasize on a specific stage of software testing called beta testing. It is the first
“user test” of a software that allows a developer to assess the usability and func-
tionality feedback by the end users. During beta testing, a pre-release version
“Betaware” is given to a group of users to test in “real world” environments; in
order to validate the software offering. The motive of beta test is to improve the
software prior to its release [12]. Contributing to the beta testing activities allows an
enterprise to get benefits in several ways. First, the system environment of beta

Fig. 1 Stages of development [9]
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testers can vary with respect to the both hardware and software point of view as it is
often difficult to match in lab testing environment—since a software application is
likely to have different performance related issues and can trigger bugs while
running on different system environments, beta testers can help discover faults or
compatibilities issues that cannot be detected in testing labs. Second, beta testers are
independent and are likely to be less biased. Third, beta testing can save the costs
that may result due to the reputation damage or warrant expenses if the offering has
to be recalled from the market after launch [13].

Beta testing has been traditionally meant to a small number of selected and
trained beta testers that check out a product and review the product based on their
experiences. As in this competitive environment, an effective beta test can save
valuable time and enable a firm to launch its offering earlier in this fast moving
world. With the rapid growth of the Internet, most software firms release multiple
beta versions of the software application for the open beta testing. Jiang et al. [13]
and Fine [14] mentioned the term public beta testing, where the betaware is made
available to websites and the interested users or testers who are comfortable living
on the absolute bleeding edge may download the latest release of software before it
hits the public and put a hand in volunteering the release with the goal of dis-
covering and reporting bugs. Figure 2 shows a screenshot of an application Snap
beta version; a free Google Play client for BlackBerry 10 operating system, men-
tioning the known issues and the changelog of the releases prior to the beta version3
reported by the beta testers [15].

Fig. 2 Screenshot of snap
beta version [15]
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Like snap, most software releases various beta versions and after testing with
each release publically, then arrives as a release candidate. A release candidate is
generally considered as a final product and in this, all of its software features have
been tested thoroughly in order to minimize the likelihood of fatal flaws while
releasing a software. The final version of the software is generally termed as general
availability (GA). As a brief review of some examples of well-known public betas,
beta testing has been received a great response. In September 2000, a preview of
Apple’s next-generation operating system Mac® OS X was released for the beta
testing [16]. On the same lines Microsoft released a community technology pre-
views (CTPs), a beta testing program back in 2005 and 2006 for its operating
system Windows Vista, and for its latest operating system Windows 10; Microsoft
scheduled the operating system for the public beta testing through the Windows
Insider program from October 2014. A total of 10 builds were released as of May
29, 2015 for the public beta testing before its general availability on July 29, 2015.
Over 1.5 million users have already downloaded and installed the Windows 10
through the Microsoft insider program by the end of 2014. Other very popular betas
are Google’s Gmail, Google Calendar, and Google News [9, 17–21].

The public beta testing phenomenon has also influenced the mobile applications
for smartphones and tablets. For example, services such as BlackBerry Beta Zone
offered in BlackBerry 10 smartphones provide the beta versions of various mobile
applications for the public beta testing. WhatsApp Messenger being available for
the beta testing program in the BlackBerry Beta Zone has reported more than 450
bugs as of April, 2016 [22]. There are even websites being developed in bringing
together developers and beta testers for Android and iPhone apps. For example,
websites like TestFairy.com and iBetaTest.com allow iPhone and Android app
developers to publish apps, and testers may download the apps and provide the
general issues and feedbacks to the developers [13]. As of April, 2016,
iBetaTest.com reportedly has around 16,600 beta testers around the world. This
chapter is focused to understand the importance of beta testing before making a
final call to release the software.

3 Literature Overview

In past decades, researchers have proposed a number of SRGMs under different set
of assumptions and testing environment and most of them are based upon the
Non-homogeneous Poisson Process (NHPP) in the literature [8, 23–25]. In 1983,
Yamada et al. [26] considered the testing process as two stages by taking a time lag
in between the fault detection and removal and called it as the delayed S-shaped
model, similarly Ohba [27] also developed S-shaped models using different set of
assumptions. Furthermore, many optimal release time models have been developed
using different criterion, like cost and reliability, provided by the management team.
The first unconstrained release time policy was derived by Okumoto and Goel [28]
which was based on exponential SRGM. Later, Yamada and Osaki [29] developed
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the constrained software release time problem with the objective as cost mini-
mization and reliability maximization. Kapur et al. [30] discussed and studied the
bi-criterion optimal release time problem. Jain et al. [31] considered warranty time
and warranty cost in the development of software release time problem. Recently,
Singh et al. [32] have formulated an optimal release time problem using the
multi-attribute utility theory. Further, Singh et al. [33] used different set of attributes
in the construction of release time problem. Moreover, Arora et al. [7] studied the
impact of patching a software when the software product is available for purchase.
Many authors investigated the importance of patching after the release of software
in the market [34, 35]. It should be noted that the SRGMs proposed earlier [8] only
considered the testing activities that are performed when the software has been
tested under the lab environment. With consideration of faults detected under the
beta testing environment and providing the significant measures to the reliability of
software, this study tries to capture the behavior of reliability growth when both
alpha and beta testing phases are studied consecutively.

Among the family of studying this problem of optimal release time, the concept
of beta testing has received less attention. As an aspect of software engineering, a
few authors have considered the idea of beta testing in their study. Wiper and
Wilson [36] described a fault detection process during the beta testing phases using
the Bayesian statistical method and further developed a cost model for the optimal
testing strategy. Kocbek and Heričko [11] showed the use of beta testing to identify
the optimal number of testers for the mobile application. Another study by Jiang
et al. [13] considered the impact of beta testing activities on the acceptance of final
software product. Furthermore, Mäkinen et al. [37] examined the effect of open
virtual forum on the adoption of beta products. However, no methodology has been
proposed to measure the effectiveness of beta testing during the software testing.

The lack of research on beta testing activities concerning the development of
software reliability modeling is a notable shortage that the critical role it plays in the
software testing. This study tries to deviate the focus of software engineers to this vital
area by studying and scheduling the release plan of software based on beta testing. To
do that, emphasis is paid on the stages of the software release cycle with special
attention to beta test phase. In the succeeding section, we have developed a mathe-
matical model incorporating the process of beta testing. Furthermore, an optimal
release time model is developed for the determination of software release time.

4 Model Formulation

In this section, we propose a new NHPP SRGM that incorporates the fault discovery
process “beta testing” when the in-house alpha testing phase has been completed.

Research has been done to take some practical issues into the consideration of
software reliability modeling. For example, post-release testing and software release
policies can be found in [38]. In this chapter, we derive a new model incorporating
the faults detected during the beta testing phases into software reliability
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assessment. The framework has been modeled into three different phases consid-
ering the detection and correction, respectively. As illustrated in Fig. 3, a software
being tested during its release life cycle undergoes testing to identify and remove
defects before it is released to the customers. Following are the notations used in the
proposed model.

m1ðtÞ Expected no. of faults removed by time ‘ta’
m2ðtÞ Expected no. of faults detected by time ‘tb’
m3ðtÞ Expected no. of faults removed by time ‘t’
a Initial no. of faults
b1 Fault detection/removal rate by the testers in time period 0; tað Þ
b2 Fault detection/removal rate by the users in time period ta; tb

� �
b3 Fault detection/removal rate by the testers in time period tb; t

� �
.

4.1 Phase I: Alpha Testing Phase

In Phase I, the failure pattern is observed in the time period during which the
SRGM undergoes alpha testing. Most of SRGMs proposed in the literature were
based with the assumption that software testing has been performed only till the
in-house testing phase and the software is up for release.

In the time interval 0; ta½ Þ, the failure intensity is proportional to the number of
software faults remaining in the software till the time software undergoes alpha
testing. The failure intensity during this period can be described using the following
differential equation:

dm1ðtÞ
dt

¼ b1ða� m1ðtÞÞ 0� t\ta ð1Þ

where

m1ð0Þ ¼ 0

and a is the potential faults present in the software initially and b1 is the fault
detection rate in the alpha testing period. Solving the above equation, the mean
value function for the first phase of testing can be obtained, as follows:

Fig. 3 Timeline of Testing
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m1ðtÞ ¼ að1� e�b1t Þ; when 0� t\ta ð2Þ

4.2 Phase II: Beta Testing Phase

In Phase II, the testing process is considered as the fault discovering process called
beta testing. After the completion of alpha testing phase at time ta, a feature
complete software version is introduced to the market which is likely to contain a
number of known or unknown bugs as a betaware for beta testing. Here, the
software is tested under user environment and the failure occurrences are reported
back by the beta testers.

During the beta testing phase, the number of faults discovered can be modeled as
follows:

dm2ðtÞ
dt

¼ b2½ða� m1ðtaÞÞ � m2ðtÞ� ta\t� tb ð3Þ

where

m2ðtaÞ ¼ m0 � 0

and b2 is the fault detection rate due to the beta testers. It represents that the fault
intensity is proportional to the outstanding faults reported by time tb. Solving
Eq. (3), the mean value function for the faults discovered during the beta testing
phase can be obtained as:

m2ðtÞ ¼ ae�b1ta þ e�b2ðt�taÞðm0 � ae�b1taÞ; when ta\t� tb: ð4Þ

We refer to m0 as the beta bugs, representing a finite number of bugs which are
being detected instantly by the beta testers who use the software.

4.3 Phase III

Phase III corresponds to the testing process of SRGM as the fault removal phe-
nomenon. After the completion of beta testing, the faults reported by the beta testers
during the Phase II period are corrected after time tb. In Phase III, the fault removal
intensity is proportional to the residual faults that were being observed. The fol-
lowing system of differential equation describes the same:
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dm3ðtÞ
dt

¼ b3 m2ðtbÞ � m3ðtÞ
� �

tb � t ð5Þ

where

m3ðtbÞ ¼ m1 � 0

and m2ðtbÞ is the cumulative faults at time tb and b3 is the fault removal rate. Using
the initial condition provided, the mean value function is obtained as:

m3ðtÞ ¼ m2ðtÞþ ðm1 � m2ðtÞÞe�b3ðt�tbÞ

m3ðtÞ ¼ ðae�b1ta þðm0 � ae�b1taÞe�b2ðt�taÞÞð1� e�b3ðt�tbÞÞ þm1e�b3ðt�tbÞ; when tb � t

ð6Þ

Here we mention m1 � 0 as those beta bugs which are being removed as in when
the fault removal phenomenon is started after beta testing. The faults captured by
the beta tester were reported back during the beta phase allowing the software
engineer to remove a certain number of beta bugs by the time Phase III has been
started. Thus the total faults removed under overall testing of the software are the
bugs from Phase I and Phase III which has the mathematical form as given below:

m�ðtÞ ¼ m1ðtÞþm3ðtÞ
m�ðtÞ ¼ a 1� e�b1t

� �þðae�b1ta þðm0 � ae�b1taÞe�b2ðt�taÞÞð1� e�b3ðt�tbÞÞ þm1e�b3ðt�tbÞ

ð7Þ

Above Eq. (7) denotes the total faults being removed during the total testing
time which is divided into three phases as mentioned above.

5 Numerical Analysis and Model Validation

5.1 Data Description

For the validation of the proposed model, we have used data of a Brazilian
switching software project. The data size of the software was about 300 KB and it
was written in assembly language [39]. In the total execution period of 81 weeks,
461 faults have been removed. Also the entries of the data set comprises of different
phases of testing, i.e., first 30 entries are from validation phase and next entries are
from field trials and system operations. The data used in the estimation procedure
gives a clear indication that the software project has undergone through its release
life cycle with alpha testing and beta testing phases.
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5.2 Performance Analysis

In this subsection, we examine the model given by Goel and Okumoto [23] with our
proposed model. We have estimated the parameters of SRGM by using the methods
of LSE. Nonlinear regression module of SPSS software package has been used for
the estimation of parameters and the evaluation of goodness of fit criteria.

The parameter estimates and the goodness of fit criteria for the data set under
consideration are given in Tables 1 and 2, respectively. Figure 4 represents the
goodness of fit curve for the data set and the estimated and predicted values appear
to be closely related.

From Table 2, we can see that the MSE, RMSPE, and Variation of the proposed
model incorporating beta testing are less than the G-O model. We also see that the
Biasness of our model attains smaller values. Moreover, the R2 also conclude that
the proposed model fit the data excellently. Altogether, it is sensible to conclude
that the proposed model incorporating beta testing attains better goodness of fit
criteria. The improvement achieved by our model is obvious due to the release of
software for beta testing; which reflects a significant variation of the fault detection
rates and instead of considering a constant fault detection rate throughout its release
life cycle. On the basis of our results, we can conclude that software developing
firms should practice pre-release testing activities for enhancing the product for
general availability.

Table 1 Parameter estimates Parameters GO model Proposed model

a 546.082 602.779

b1 0.02421 0.023

b2 – 0.115

b3 – 0.026

m0 – 16.410

m1 – 47.850

Table 2 Goodness of fit Parameters GO model Proposed model

MSE 99.86442 87.4553

Bias −0.921008 0.000000101

Variation 10.01268 9.410026

RMSPE 10.05495 9.410026

R2 0.994 0.995

Software Reliability Modeling with Impact of Beta Testing … 131



www.manaraa.com

6 A Cost Model for Optimal Release Time

In this section, we apply the NHPP model to establish the optimal scheduling policy
for a software. Since, in practice every software developer needs to determine for
how long software should be tested, such that the expected cost is optimally
minimal and the reliability of the software product must satisfy customers’
requirements as well. In the literature of software reliability engineering, these kinds
of problems are termed as software release time decision problems. There may be a
solution that no more testing should be done but generally speaking, the main goal
is to achieve a balance between under-testing and over-testing. If a premature
software is released in the market, the developer may suffer from loss of user
confidence, and if there is a delay in release or over-testing it will impose the
burden of penalty cost and overly time consuming. Therefore, optimal release
policies are important and realistic issue. Research on software development cost
estimation has been conducted in literature [8]. In this study, we have compared the
well-known Okumoto and Goel [28] model with our proposed optimal release time
problem which has taken the consideration of software cost when the software
testing has been performed consecutively as alpha testing and beta testing.

Fig. 4 Goodness of fit curve
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6.1 Review of Cost Model (Okumoto and Goel [28])

In 1983, Okumoto and Goel [28] developed a mathematical model comprising
various costs that occurred in the testing and maintenance of a software and is
given as

KðtÞ ¼ K1 � mðtÞþK2 � ðmðtLÞ � mðtÞÞþK3 � t ð8Þ

Okumoto and Goel [28] used the mean value function given by Goel and
Okumoto [23] in order to formulate the cost model. The cost function comprised of
different cost components, i.e., the cost incurred due to the removal of a fault
observed during testing and operational phases; as K1 and K2, respectively, and K3

as per unit testing cost. The optimal release time of a software is determined by
minimizing the following unconstrained function.

MinKðtÞ ¼ K1 � m tð ÞþK2 � ðmðtLÞ � mðtÞÞþK3 � t ð9Þ

6.2 Cost Model Formulation

In contrast to policies given earlier, we here provide a scheduling policy. The
proposition is based on certain basic assumptions which are as follows:

(a) Fault removal process is described by NHPP.
(b) During the alpha testing phase fault is removed perfectly.
(c) Faults detected during the field trial are removed after the completion of beta

testing phase.
(d) Total fault content in the software is fixed.
(e) The cost incurred in testing is proportional to per unit testing time.
(f) The cost of fixing faults during the alpha and beta phase is proportional to the

time required to isolate all the faults found by the end of testing.

In our case, the advantage of beta testing that we are claiming in the aforesaid
sections provides a better fault count prediction for the software reliability if a
developer releases its software for the field trials. As previously mentioned, soft-
ware firms are keen to know the release time for their software product. We try to
capture the optimal testing time, such that the firms expect a minimum cost with an
achievable reliability.

The idea is to optimize the value t� with respect to the cost involved. We have
assumed the following costs in our study:

i. a cost C1 for isolating a fault during the alpha testing. This reflects the cost
incurred to the firm to remove a fault during the in-house testing activities.
Typically, in the lab environment situation, this cost is likely to be less as
fixing a detected fault incurs a small amount of CPU hours.
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ii. a cost C2 for isolating a fault after the beta testing. This reflects the cost of
fixing the discovered bugs at the end of beta testing. Generally, in the beta
testing situation, the cost of collecting the feedbacks and responding to the
comments and queries of beta testers must be considered and this cost con-
tributes a higher value to the firm.

iii. a cost C3 per failure per unit time after the software is released. We would
normally set this cost to be much higher than the previous costs as the damage
caused by leaving high complex faults in the software would require many
resources for the correction.

iv. a cost C4 per unit time. This reflects the cost of testing incurred to the firm per
unit time.

This implies that the overall expected cost function of testing is

C tð Þ ¼ C1 � m1ðtÞþC2 � m3ðtÞþC3 � ða� m�ðtÞÞþC4 � t ð10Þ

In the above Eq. (10), the first component corresponds to the cost involved in
testing the software during the alpha phase [where m1 tð Þ is as given in Eq. (2)].
Second component represents the cost incurred while removing the faults detected
in the beta phase and m3 tð Þ is taken as given in Eq. (6). Third component talks
about the cost required to correct the faults during the operational phase and m � tð Þ
incorporates the fault correction phenomenon during the overall testing phase; as is
given in Eq. (7). The last component of the cost function denotes the per unit
testing cost. Hence, we find the optimal release time of the software that minimizes
the total testing cost subject to achieving a reliability level, R0. Then the opti-
mization problem can be expressed as

Min:CðtÞ ¼ C1 � m1 tð ÞþC2 � m3 tð ÞþC3 � a� m� tð Þð ÞþC4 � t

s:t

R x=tð Þ�R0

ð11Þ

Solving the aforesaid problem under the minimization criteria provides the
optimal time to release the software in the market.

6.3 Numerical Illustration

The estimates of G-O model and the proposed model are used in the cost opti-
mization problem (Table 1). Making use of OPTMODEL procedure of SAS soft-
ware [41] to determine the optimal release time and the associated testing cost, and
for checking the appropriateness of the proposed approach, we consider two cases
corresponding to the optimization problem as below.
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Case 1: Okumoto and Goel optimal release time model

We have assumed the cost coefficients to be K1 ¼ 1:25, K2 ¼ 3 and K3 ¼ 4 (the
cost in thousands). After solving Eq. (9), we get the optimal release time t� ¼
73:438 and expected cost Kðt�Þ ¼ 1137:84.

Case 2: Anand optimal release time model (Proposed)

The cost coefficients in the cost model have been assumed to be C1 ¼ 0:5,
C2 ¼ 0:75, C3 ¼ 3, C4 ¼ 4 and the desired reliability is assumed to be 0.8. On
solving Eq. (11), we get the optimal release time t� ¼ 79:77 and expected cost
Cðt�Þ ¼ 1011:75.

After solving both the cases, it is obvious that the optimal release time of a
software incorporating beta testing coincide with the actual release time than the
optimal time obtained on solving traditional releases policy. Also, when considering
best testing activity the optimal time is much larger than the optimal time without beta
testing. Moreover, while following the proposed strategy in determination of optimal
release time, we observe that the total cost incurred is minimumwhen compared with
the traditional cost model. The detailed view of the cost function versus testing time is
illustrated in Fig. 5 (both traditional and proposed methodology).

7 Conclusion

With the availability and easy accessibility of web, beta testing has attained
enormous growth in the software market. However, the advantages of beta testing
have not been examined deeply. For a software developer, testing a software before

Fig. 5 Expected cost function
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its launch is not only vital but also a critical task. The acceptability of a software by
the end users can be only judged by exposing the software to real life usage. Beta
testing can be considered an important task as any bugs, errors, or problems noticed
during the beta tests will make the product viable, stable, and robust before its
general availability. The developed SRGM is unique as it considers the faults
discovered during the beta testing phase. Moreover, in this study we have
emphasized on providing beta releases for software testing and determination of
optimal release time. The modeling framework presented in this chapter aims to fill
the void by releasing the software after examining the faults detected by the beta
testers rather than releasing the product after the completion of in-house testing
activities as considered in the previous literature. The outcomes from this study to
develop model incorporating beta testing are very promising and showing an
improvement in reliability and optimal release time. The accuracy of the proposed
model has been verified by the numerical example.
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Switching-Algebraic Analysis of System
Reliability

Ali Muhammad Rushdi and Mahmoud Ali Rushdi

Abstract This chapter deals with the paradigm of handling system reliability
analysis in the Boolean domain as a supplement to (rather than a replacement to)
analysis in the probability domain. This paradigm is well-established within the
academic circles of reliability theory and engineering, albeit virtually unknown
outside these circles. The chapter lists and explains arguments in favor of this
paradigm for systems described by verbal statements, fault trees, block diagrams,
and network graphs. This is followed by a detailed exposition of the pertinent
concept of the Real or Probability Transform of a switching (two-valued Boolean)
function, and that of a Probability-Ready Expression (PRE). Some of the important
rules used in generating a PRE are presented, occasionally along with succinct
proofs. These include rules to achieve disjointness (orthogonality) of ORed for-
mulas, and to preserve statistical independence, as much as possible, among
ANDed formulas. Recursive relations in the Boolean domain are also discussed,
with an application to the four versions of the AR algorithm for evaluating the
reliability and unreliability of the k-out-of-n:G and the k-out-of-n:F systems. These
four versions of the algorithm are explained in terms of signal flow graphs that are
compact, regular, and acyclic, in addition to being isomorphic to the Reduced
Ordered Binary Decision Diagram (ROBDD). An appendix explains some
important properties of the concept of Boolean quotient, whose expectation in
Boolean-based probability is the counterpart of conditional probability in
event-based probability.
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1 Introduction

This chapter deals with the paradigm of handling system reliability analysis in the
Boolean domain as a supplement to (rather than a replacement to) analysis in the
probability domain. This paradigm is called switching-algebraic analysis of relia-
bility or (two-valued) Boolean analysis of reliability. It is also termed Logical
Probabilistic Analysis (LPA) by Ryabinin [1], who traced it back to great pioneers
such as Boole, Poretskii, and Bernstein. Ryabinin also rebutted dubious criticism
cast against LPA, and lamented that LPA is missing in prominent publications on
probability theory, including those by celebrated scholars such as Markov and
Kolmogorov. A modern revival of LPA was started in 1963 by Merekin [2] and
Premo [3] and later in 1973 by Fratta and Montanari [4]. After that, applications of
LPA in system reliability analysis were covered by literally hundreds of publica-
tions in prestigious journals (see, e.g., [5–62]). It is therefore astonishing that LPA
has so far not found its way to popular texts on probability (see, e.g., [63–72]), and
is still virtually unknown outside the circles of reliability theorists and engineers.
This state of affairs is possibly an obstacle hindering fruitful interplay between
system reliability and many of its potential fields of application. This chapter is,
therefore, an attempt to review reliability applications of LPA and enhance
awareness of the scientific community about it. It is also an invitation to explore its
utility in other parts of probability theory that deal with generalized Bernoulli trials.

System reliability analysis deals with expressing the reliability of a system in
terms of the reliabilities of its constituent components. Hence, this analysis entails
advanced applications of probability theory, and is consequently “based on the
algebra of events (a version of set algebra), which is isomorphic to the bivalent or
2-valued Boolean algebra (switching algebra)” [56]. Besides using the algebra of
events in what is termed probabilistic or arithmetic analysis [73, 74], modern
system reliability analysis also utilizes Boolean algebra by employing the indicator
variables for probabilistic events instead of the events themselves. Subsequently,
expectations of these indicator variables are used to represent probabilities of the
corresponding events. In particular, expectations of system success and failure
replace system reliability and unreliability, respectively.

An approach bearing certain similarities to the paradigm exposed herein (without
going to the Boolean domain) studies probability via expectations [65]. It is based
on an axiomatization of probability theory using expectations instead of probabil-
ities (i.e., using linear operators instead of measures). A related approach is sug-
gested by Feller [63, p. 219] who states that “The reduction of probability theory to
random variables is a short-cut to the use of analysis and simplifies the theory in
many ways. However, it also has the drawback of obscuring the probability
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background.” The paradigm exposed herein handles probability in terms of indi-
cator random Bernoulli variables, but it does not obscure the probability back-
ground, since it stresses that the random variables are indicators for events, and it
keeps two parallel schemes of event-based probability and Boolean-based proba-
bility. These schemes are compared in Table 1 which cites well-known results from
elementary probability theory. The first scheme utilizes the concepts of probabilities
of events, union and intersection operators, and conditional probability, while the
second scheme replaces these by expectations of event indicators, logical “OR” and
“AND” operators, and Boolean quotient (see Appendix A). Table 1 shows how
probability formulas involving the union and intersection operators become simpler
when the pertinent events are mutually exclusive or statistically independent,
respectively. As indicated in Table 2, the indicator variable IA is a Bernoulli vari-
able of two values 0 and 1, such that

IA ¼ 0 iff the eventA does not occur; ð1aÞ

IA ¼ 1 iff the eventA occurs: ð1bÞ

Table 2 also indicates definitions of the Bernoulli variables IA; IA _ IB; IA ^ IB;
so that the following expectations are obtained

EfIAg ¼ PrfAg; ð2aÞ

E IA
� � ¼ Prf�Ag; ð2bÞ

E IA _ IBf g ¼ Prf�A\BgþPrfA\ �BgþPrfA\Bg ¼ PrfA[Bg; ð2cÞ

EfIA ^ IBg ¼ PrfA\Bg: ð2dÞ

In the sequel, we will use the symbols S and �S to denote system success and
failure, respectively, with their expectations R ¼ EfSg and U ¼ Ef�Sg representing
system reliability and unreliability, respectively. Subscripts of obvious meanings
will be added to distinguish systems of particular types. The corresponding symbols
Xi; �Xi, pi ¼ EfXig; and qi ¼ Ef�Xig will denote the success, failure, reliability, and
unreliability, respectively, for component of number i; 1� i� n: Unless otherwise
stated, component successes are assumed statistically independent all throughout
this chapter. A Boolean expression for the indicator of system success will be
presented as a function of the indicators of component successes. Transition from
the Boolean domain to the probability domain is achieved via the Real Transform
[75–82] which can be viewed as an expression of system reliability (unreliability)
as a function of component reliabilities (unreliabilities).

The organization of the rest of this chapter is as follows. Section 2 lists argu-
ments for handling system reliability in the Boolean domain before going to the
probability domain. Section 3 reviews the basic concepts of the Real or Probability
Transform of a switching function. Section 4 presents the definition of a
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Probability-Ready Expression (PRE) and lists some of the rules used in generating a
PRE. Section 5 discusses recursive relations in the Boolean domain. Section 6
concludes the chapter (Table 3).

2 Advantages of Working in the Switching (Boolean)
Domain

There is a large potpourri of ways for describing a reliability system, including
verbal statements, fault trees, block diagrams, and network graphs. Generally,
reliability analysis of a system conducted in the probabilistic (arithmetic) domain is
lengthy and error-prone [73, 74]. We will now discuss other arguments for working
in the switching (Boolean) domain for each specific type of system description:

• For systems described by verbal statements, work in the Boolean domain allows
a separation and distinction between the mathematical formalization of a reli-
ability problem, and the algorithmic derivation of its formal solution. Table 4
shows the verbal description versus the Boolean specification of some common
reliability systems, mostly of the k-out-of-n or related types. For lack of space,
we omitted more sophisticated systems including some dual, multidimensional,
multi-valued extensions of the reported systems. It is clear that the word
statement and the mathematical description of each reported system are
immediately and obviously equivalent. There is no mental strain or conceptual
difficulty in going from the somewhat vague realm of language to the exactly
precise arena of mathematics. The primary Boolean description is in terms of

Table 2 Indicator variable for set complementation

A �A IA IA
Does not occur Occurs 0 1

Occurs Does not occur 1 0

Table 3 Indicator variables for set union and intersection

A B A[B A\B IA IB IA _ IB IA ^ IB
Does not
occur

Does not
occur

Does not
occur

Does not
occur

0 0 0 0

Does not
occur

Occurs Occurs Does not
occur

0 1 1 0

Occurs Does not
occur

Occurs Does not
occur

1 0 1 0

Occurs Occurs Occurs Occurs 1 1 1 1
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system success or failure, depending on the nature of the system, with the
complementary description delegated to a secondary role. Once in the Boolean
domain, one can solve the problem of reliability evaluation by utilizing an
extensive set of algorithmic tools and visual aids. For most of the systems in
Table 4, both probabilistic and Boolean solutions exist. For some of the sys-
tems, such as the k-out-of-n systems, Boolean solutions [27] were earlier to
develop. For other systems, such as the consecutive-k-out-of-n ones, Boolean
solutions [32, 33] arrived later, as an afterthought, to provide a more insightful
and easy-to-comprehend alternative.

• Formulation of a system reliability problem in the Boolean domain is the natural
strategy to use for systems described by fault trees [9, 10, 44, 49, 50, 58], which
are composed of logical AND–OR gates, and can similarly be utilized with
systems described by block diagrams [15]. Fault trees are used to relate prob-
abilistic events, with its inputs being basic events and its output being the top
event. However, it could be more convenient to apply Boolean-based proba-
bility to fault trees by using indicators for events rather the events themselves
[57, 62, 78, 92].

• Formulation in the Boolean domain is the method of choice with systems
described by network graphs when these systems are handled through the
enumeration of minimal pathsets and minimal cutsets [12, 23, 26, 48], rather
than other graph techniques.

Work in the Boolean domain might allow the treatment of certain types of
statistical dependencies among component successes. For example, in the case of
total positive dependency (Xi ¼ Xj) idempotency leads to (Xi _ Xj ¼ Xi) and
(Xi ^ Xj ¼ Xi), while in the case of total negative dependency (Xi ¼ �Xj) orthogo-
nality leads to (Xi _ Xj ¼ 1) and (Xi ^ Xj ¼ 0). Cases of partial dependencies might
be handled via expectations of Boolean quotients.

Work in the Boolean domain also provides the insight necessary to avoid traps
and pitfalls, as well as to detect anomalies, inconsistencies, and errors of the third
kind (errors of solving the wrong problem). A case in point is that of the so-called
strict consecutive-k-out-of-n:G(F) system [93–96], which lacks a definition that
avoids ambiguity, inconsistency, or self-contradiction. Unfortunately, many capable
and great mathematicians wasted their precious time producing elegant solutions for
what they mistakenly assumed to be this system. Insight of the Boolean domain
allowed a critical review of literature that partially prevented the publication of
more such irrelevant work.

Without resort to the Boolean domain, one might be obliged to use the notorious
Inclusion–Exclusion (IE) Principle to compute the probability of the union of
n events [63, 67], where n might be large. Use of the IE Principle in system
reliability analysis is undesirable, since “(a) it produces an exponential number of
terms that have to be reduced subsequently via addition and cancellation, and (b) it
involves too many subtractions, making it highly sensitive to round-off errors, and
possibly leading to catastrophic cancellations” [52, 54, 56].
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3 The Real Transform of a Switching Function

Various forms of the Real Transform (also called the Probability or Arithmetic
transform) are discussed in [75–82]. The definition given in [79, 82] states that the
real transform RðpÞ ¼ Rðp1; p2; . . .; pnÞ of a switching function f(X) possesses the
following two properties:

(a) R(p) is a multiaffine continuous real function of continuous real variables
p ¼ ½p1 p2. . .pn�T; i.e., R(p) is a first-degree polynomial in each of its argu-
ments pi:

(b) R(p) has the same “truth table” as f(X), i.e.

R p ¼ tj
� � ¼ f ðX ¼ tjÞ; for j ¼ 0; 1; . . .; 2n � 1ð Þ; ð3Þ

where tj is the jth input line of the truth table; tj is an n-vector of binary
components such that

Xn
i¼1

2n�itji ¼ j; for j ¼ 0; 1; . . .; 2n � 1ð Þ: ð4Þ

We stress that property (b) above does not suffice to produce a unique RðpÞ and
it must be supplemented by the requirement that RðpÞ be multiaffine to define RðpÞ
uniquely [77, 79]. We also note that if the Real Transform R and its arguments p are
restricted to discrete binary values (i.e., if R : 0; 1f gn! f0; 1g) then R becomes the
multilinear form of a switching function [11, 97]. This form is typically referred to
as the structure function [98, 99] in system reliability, and is a way to mimic
Boolean algebra in terms of arithmetic operators rather than Boolean ones.

The definition above for RðpÞ implies that it is a function from the n-dimensional
real space to the real line ðRðpÞ : Rn ! RÞ: Though both R and p could be free real
values, they have very interesting interpretations as probabilities, i.e., when
restricted to the [0.0, 1.0] and [0.0, 1.0]n real intervals. An important property of the
Real Transform R(p) is that if its vector argument or input p is restricted to the
domain within the n-dimensional interval [0.0, 1.0 ]n, i.e., if 0.0 ≤ pi ≤ 1.0 for
1 ≤ i ≤ n, then the image of R(p) will be restricted to the unit real interval [0.0,
1.0].

The Real Transform is a bijective (one-to-one and onto) mapping from the set of
switching functions to the subset of multiaffine functions such that if the function’s
domain is the power binary set f0; 1gn then its image belongs to the binary set
{0, 1}. Evidently, an R(p) restricted to binary values whenever its arguments are
restricted to binary values can produce the “truth table” that completely specifies its
inverse image f(X) via (3). On the other hand, a multiaffine function of n variables is
completely specified by 2n independent conditions [77, 79], e.g., the ones in (3).

The transform RðpÞ is related to the original function f ðXÞ via the truth table in
(3), which consists of 2n lines. Therefore, the complexity of implementing the Real
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Transform, i.e., of going from f ðXÞ to RðpÞ is exponential, and the problem of
implementing the Real Transform is generally intractable. However, if f ðXÞ is cast
in PRE form, then it can be converted trivially (at no cost) to R pð Þ: In this case, the
burden of achieving the Real Transform is shifted to the Boolean domain where the
initial formula for f ðXÞ is to be converted (at a potentially reduced cost) to a PRE.

4 Probability-Ready Expressions

A Reliability-Ready Expression (RRE) is an expression in the switching (Boolean)
domain that can be directly transformed, on a one-to-one basis, to its Real or
Probability Transform by replacing switching (Boolean) indicators by their statis-
tical expectations, and also replacing logical multiplication and addition (ANDing
and ORing) by their arithmetic counterparts [25, 42, 49, 50, 54, 56]. We now
present some useful rules that might be required in the conversion of an arbitrary
switching (Boolean) expression to an equivalent compact PRE:

1. A switching expression is a PRE expression if

(a) all ORed terms are orthogonal (disjoint), and
(b) all ANDed sums are statistically independent.

The conversion is achieved by replacing Boolean variables by their expecta-
tions, AND operations by arithmetic multiplications, and OR operations by
arithmetic additions. While there are literally hundreds of methods to introduce
characteristic (a) of orthogonality (disjointness) into a Boolean expression (see,
e.g., Bennetts [9, 15], Abrahams [13], Dotson and Gobien [14], and Rushdi [17,
20]) there is no way to induce characteristic (b) of statistical independence. The
best that one can do is to observe statistical independence when it exists, and
then take care to preserve it and take advantage of it [25, 42, 62].

2. As an analog to series-parallel reduction, any set of ANDed or ORed variables
that do not appear elsewhere in a formula should be combined into a single
variable. This might considerably reduce the number of variables involved, and
helps in producing a more compact expression.

3. Two terms are disjoint if they have at least a single opposition, i.e., if there is at
least one variable that appears complemented in one term and appears
un-complemented in the other, e.g., the two terms A�BC and BC are disjoint since
the complemented literal �B appears in A�BC while the un-complemented literal
B appears in BC.

4. If neither of the two terms A and B in the sum ðA _ BÞ subsumes the other
(A _ B 6¼ A and A _ B 6¼ B) and the two terms are not disjoint (A ^ B 6¼ 0), then
B can be disjointed with A by the relation
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A _ B ¼ A _ B y1y2. . .yeð Þ
¼ A _ B y1 _ y1y2 _ . . . _ y1y2. . .ye�1yeð Þ; ð5Þ

where {y1; y2; . . .; ye} is the set of literals that appear in the term A and do not
appear in the term B. Note that the term B is replaced by e (≥1) terms that are
disjoint with one another besides being disjoint with the term A [9, 15, 54, 56].
Formula (5) might be seen as an immediate extension of the familiar Reflection
Law [100–105].

a _ b ¼ a _ ðb ^ �aÞ: ð5aÞ

A formal proof of (5) is possible via perfect induction over a much reduced truth
table that consists of the (eþ 1) orthonormal cases fy1 ¼ 0g; fy1 ¼ 1; y2 ¼ 0g;
fy1 ¼ y2 ¼ 1; y3 ¼ 0g; . . .; fy1 ¼ y2 ¼ � � � ¼ ye�1 ¼ 1; ye ¼ 0g; and fy1 ¼ y2 ¼
� � � ¼ ye�1 ¼ ye ¼ 1g. For the first e cases, the L.H.S. = the R.H.S = B. For the last
case, the L.H.S. = A=y1y2 � � � ye _ B, while the R.H.S. = A=y1y2 � � � ye: The two
sides are equal since B subsumes A=y1y2 � � � ye; and hence is absorbed in it. The
term ðA=y1y2 � � � yeÞ is the Boolean quotient obtained by restricting A through
the assignment fy1 ¼ y2 ¼ � � � ye ¼ 1g (See Appendix A). In passing, we note that
the roles of A and B can be reversed in (5), and that (5) does not guarantee
minimality of the resulting disjointed expression [51]. Disjointness typically results
in an (often dramatic) increase in the number of terms in sum-of-products
(sop) switching expressions. However, there are more sophisticated disjointness
techniques that achieve “shellability”, i.e., they obtain a disjoint sop expression that
retains the same number of terms as the original sop expression [34, 46, 55, 105].
Notable examples of shellable expressions include those of the success or failure of
a k-out-of-n:G or a k-out-of-n:F system [39], and that of the success of a coherent
threshold system [55].

5. Given a term P and two sums of products A and B where A has no variables in
common with P, while B shares some variables with P, then the logical product
A ^ Bð Þ is disjointed with P by disjointing B and P and keeping A unchanged
[42].

6. The complements of a sum and a product are given by a product and a disjoint
sum, namely, PRE versions of De Morgan’s Laws [102]

_n
i¼1Ai ¼ ^n

i¼1
�Ai; ð6Þ

^n
i¼1Ai ¼ A1 _ A1A2 _ � � � _ A1A2 � � �An�1An: ð7Þ

A formal proof of (6) is achieved by considering just two exhaustive cases,
namely: (a) the case of all Ai’s being 0, for which the L.H.S. = the R.H.S = 1, and
(b) the case when at least one Ai is 1, for which the L.H.S. = the R.H.S. = 0.
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Likewise, a formal proof of (7) is obtained via perfect induction over the (nþ 1)
orthonormal cases fA1 ¼ 0g; fA1 ¼ 1;A2 ¼ 0g; fA1 ¼ A2 ¼ 1;A3 ¼ 0g; . . .;
fA1 ¼ A2 ¼ . . . ¼ An�1 ¼ 1;An ¼ 0g; and fA1 ¼ A2 ¼ . . . ¼ An�1 ¼ An ¼ 1g:
For the first n cases, the L.H.S. = the R.H.S = 1. For the last case, the L.H.S. = the
R.H.S. = 0.

7. The most effective way for converting a Boolean formula into a PRE form is the
Boole–Shannon Expansion

f ðXÞ ¼ ð�Xi ^ f Xj0iÞð Þ _ ðXi ^ f Xj1ið ÞÞ; ð8Þ

which expresses a (two-valued) Boolean function f ðXÞ in terms of its two sub-
functions f Xj0ið Þ and f Xj1ið Þ: These subfunctions are equal to the Boolean quo-
tients f ðXÞ=�Xi and f Xð Þ=Xi; and hence are obtained by restricting Xi in the
expression f ðXÞ to 0 and 1, respectively. If f ðXÞ is a sop expression of n-variables,
the two subfunctions f Xj0ið Þ and f Xj1ið Þ are functions of at most (n − 1) variables.
A formal proof of (8) is achieved by considering just two exhaustive cases, namely:
(a) the case {Xi ¼ 0}, for which the L.H.S. = the R.H.S = f Xj0ið Þ; and (b) the case
{Xi ¼ 1}, for which the L.H.S. = the R.H.S. = f Xj1ið Þ. The expansion (8) serves
our purpose very well. Once the subfunctions in (8) are expressed by PRE
expressions, f ðXÞ will be also in PRE form, thanks to the facts that (a) The R.H.S.
of (8) has two disjoint parts, with the first part containing the complemented literal
�Xi and the second part containing the un-complemented literal Xi; and (b) Each of
these two parts is a product of two statistically-independent entities. The Boole–
Shannon Expansion in the Boolean domain is equivalent to the Total Probability
Theorem [67] in the probability domain and to the Factoring Theorem [56] in the
“Graph Domain”. A visual aid or tool to implement this expansion is provided by
the Variable-Entered Karnaugh Map (VEKM) [17].

8. Let a success formula be written in the form

S ¼ N1M1 _ N2M2; ð9Þ

where the set of formulas {N1;N2} is statistically independent of the set of formulas
{M1;M2}. Expression (9) might result due to path enumeration via network
decomposition [22, 106–109]. A PRE formula of S (that preserves the original
statistical independence as much as possible) is [22]

SPRE ¼ N1ðPREÞM1ðPREÞ _ ðN1N2ÞðPREÞM2ðPREÞ _ ðN1N2ÞðPREÞðM1M2ÞðPREÞ: ð10Þ

A formal proof of (10) is possible via perfect induction over a much reduced
truth table that consists of only the three orthonormal cases fN1 ¼ 0g; fN1 ¼ 1;
M1 ¼ 0g; and fN1 ¼ M1 ¼ 1g: For the first two cases, the L.H.S. = the
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R.H.S. = N2ðPREÞM2ðPREÞ: For the third case, the L.H.S. = the R.H.S = 1. Note that
this proof entails a partitioning of the higher-level space of N1 and M1 rather than a
partitioning of the space of the underlying arguments X.

9. Products might be kept compact by utilizing the following rules of disjoint
intelligent multiplication

ða _ xÞða _ yÞ ¼ a _ �axy; ð11Þ

ða _ xÞ �a _ yð Þ ¼ �ax _ ay: ð12Þ

Formula (11) results due to the absorption of the terms ax and ay in their
subsumed term a; and then using the Reflection Law (5a). The term xy that would
have appeared in formula (12) is deleted since it is the consensus of �ax and ay; and
hence it is covered by their disjunction �ax _ ay: A corollary of (11) is

ab ^ ac ^ ad ¼ �a _ a�b�c�d: ð13Þ

The complemented form of (13) is a ANDed with the complement of �b�c�d: This
complemented form allows separating the common factor a in the formula without
introducing the OR (_) operator in it, and hence leads to full utilization of statistical
independence [25].

10. When one has a partially-factored expression of system success or failure such
as the following one [56]

S ¼ X3 _ X7 _ X5 _ X8ð Þ X4 _ X2X9ð Þ _ ðX1 _ X6ÞðX2 _ X4X9Þ; ð14Þ

then it should be converted into PRE form via (10) without spoiling or expanding
the factored form, so as to preserve statistical independence [22, 25, 42, 56]

SPRE ¼ X3 _ X3 X7 _ X7 X5 _ X5X8
� �

X4 _ X4X2X9
� ���

_ X1 _ X1X6
� �

X5X8 X2 _ X2X4X9
� � _ X5 _ X5X8

� �
X2X4X9

� ���
:

ð15Þ

This transforms on a one-to-one basis to the reliability expression [56]

R ¼ p3 þ q3 p7 þ q7 p5 þ q5p8ð Þ p4 þ q4p2p9ð Þðð
þ p1 þ q1p6ð Þ q5q8 p2 þ q2p4p9ð Þþ p5 þ q5p8ð Þp2q4q9ð ÞÞÞ: ð16Þ
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5 Recursive Relations in the Boolean Domain

This Section provides a novel discussion about the utility of the Boolean domain in
deriving recursive relations for the two versions of the k-out-of-n system. The
reader is referred to [32, 33] for Boolean-domain derivations of recursive relations
for consecutive systems. The success SGðk; j;XjÞ of a k-out-of-j:G system is a
symmetric monotonically nondecreasing switching function, and hence satisfies
recursive relations obeyed by such a function [27]. Equivalently, it is given by its
Boole–Shannon expansion about its last argument Xj (namely, Eq. (5.40a) of
Rushdi [39]):

SGðk; j;XjÞ ¼ XjSGðk; j� 1;Xj�1Þ _ XjSGðk � 1; j� 1;Xj�1Þ; 1� k� j� n; ð17aÞ

where Xj ¼ X1;X2; . . .;Xj
� �T is the vector of the first j component successes. The

R.H.S. of Eq. (17a) involves two subfunctions SGðk; j� 1;Xj�1Þ and SGðk � 1;
j� 1;Xj�1Þ of the original success function. The region of validity of (17a) in the
kj-plane is bordered by two straight lines on which the following two boundary
conditions hold

SG k; j;Xj
� � ¼ 1; k ¼ 0; j� 1; ð17bÞ

SG k; j;Xj
� � ¼ 0; k ¼ jþ 1; j� 1; ð17cÞ

Equations (17) are in PRE form, with Probability Transforms

RGðk; j; pjÞ ¼ qjRGðk; j� 1; pj�1Þþ pjRGðk � 1; j� 1; pj�1Þ; 1� k� j� n;

ð18aÞ

RG k; j; pj
� � ¼ 1; k ¼ 0; j� 1; ð18bÞ

RG k; j; pj
� � ¼ 0; k ¼ jþ 1; j� 1; ð18cÞ

which govern the reliability of the k-out-of-j:G system. Based on the recursive
relation (18a) together with the boundary conditions (18b and 18c), a quadratic-time
iterative algorithm was developed by Rushdi [27], and later named the AR algo-
rithm [37, 39]. The AR algorithm has the beautiful characteristic of having the same
form (and hence same complexity) for computing both the reliability and unrelia-
bility of either the k-out-of-n:G system or its dual the k-out-of-n:F system. Table 5
illustrates this point by listing various recursive relations together with boundary
conditions for the two dual types of k-out-of-n systems in the Boolean and prob-
abilistic domains. Entries in the lower two rows of Table 5 are Probability
Transforms of the corresponding entries of the upper two rows, which happen to be
in PRE form. Entries in the left column of Table 5 are inversions of the
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corresponding entries of the right column. Power of working in the Boolean domain
is manifested in the complementation and dualization operations that transform
SGðk; j;XjÞ in (17) to �SGðk; j;XjÞ and SFðk; j;XjÞ, respectively. First, we note that
both complementation and dualization change a boundary condition of 1 to 0 and a
boundary condition of 0 to 1. We next consider the recursive domain 1� k� j� n:
Inverting SGðk; j;XjÞ to produce �SGðk; j;XjÞ is straightforward since SGðk; j;XjÞ
When one has a partially-factored expression of system success or failure such as
the following one [56] basis f�Xj;Xjg with coefficients SGðk; j� 1;Xj�1Þ and
SGðk � 1; j� 1;Xj�1Þ, respectively, and hence �SGðk; j;XjÞ is expressed in terms of
the same orthonormal basis, but with inverted coefficients �SG k; j� 1;Xj�1

� �
and

Table 5 Various recursive relations together with boundary conditions for the two dual types of
k-out-of-n systems in the Boolean and probabilistic domains

k-out-of-n:G
system

�SGðk; j;XjÞ ¼
Xj �SG k; j� 1;Xj�1

� �_
Xj �SGðk � 1; j� 1;Xj�1Þ, 1� k �
j � n,
�SG k; j;Xj

� � ¼ 0;
k ¼ 0; j� 1;
�SG k; j;Xj

� � ¼ 1;
k ¼ jþ 1; j� 1;

SGðk; j;XjÞ =
Xj SG k; j� 1;Xj�1

� � _
Xj SGðk � 1; j� 1;Xj�1Þ, 1� k �
j � n,
SG k; j;Xj

� � ¼ 1;
k ¼ 0; j� 1;
SG k; j;Xj

� � ¼ 0;
k ¼ jþ 1; j� 1;

k-out-of-n:F
system

SFðk; j;XjÞ =
Xj SF k; j� 1;Xj�1

� � _
Xj SFðk � 1; j� 1;Xj�1Þ, 1� k �
j � n,
SF k; j;Xj

� � ¼ 0;
k ¼ 0; j� 1;
SF k; j;Xj

� � ¼ 1;
k ¼ jþ 1; j� 1;

�SFðk; j;XjÞ =
Xj �SF k; j� 1;Xj�1

� � _
Xj �SFðk � 1; j� 1;Xj�1Þ, 1� k �
j � n,
�SF k; j;Xj

� � ¼ 1;
k ¼ 0; j� 1;
�SF k; j;Xj

� � ¼ 0;
k ¼ jþ 1; j� 1;

k-out-of-n:G
system

UGðk; j; pjÞ =
qj UG k; j� 1; pj�1

� � þ
pj UGðk � 1; j� 1; pj�1Þ, 1� k �
j � n,
UG k; j; pj

� � ¼ 0;
k ¼ 0; j� 1;
UG k; j; pj

� � ¼ 1;
k ¼ jþ 1; j� 1;

RGðk; j; pjÞ =
qj RG k; j� 1; pj�1

� � þ
pj RGðk � 1; j� 1; pj�1Þ, 1� k �
j � n,
RG k; j; pj

� � ¼ 1;
k ¼ 0; j� 1;
RG k; j; pj

� � ¼ 0;
k ¼ jþ 1; j� 1;

k-out-of-n:F
system

RFðk; j; pjÞ =
pj RF k; j� 1; pj�1

� � þ
qj RFðk � 1; j� 1; pj�1Þ, 1� k � j
� n,
RF k; j; pj

� � ¼ 0;
k ¼ 0; j� 1;
RF k; j; pj

� � ¼ 1;
k ¼ jþ 1; j� 1;

UFðk; j; pjÞ =
pj UF k; j� 1; pj�1

� � þ
qj UFðk � 1; j� 1; pj�1Þ, 1� k �
j � n,
UF k; j; pj

� � ¼ 1;
k ¼ 0; j� 1;
UF k; j; pj

� � ¼ 0;
k ¼ jþ 1; j� 1;
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�SGðk � 1; j� 1;Xj�1Þ. Since SFðk; j;XjÞ is the dual function of SGðk; j;XjÞ, it is
obtained from it by inverting both its output SG and inputs (arguments) Xj; namely
SFðk; j;XjÞ ¼ �SG k; j; �Xj

� �
, and hence it is given by the complement of (17a) with

inputs inverted, i.e., it is given by the complement of

XjSGðk; j� 1; �Xj�1Þ _ XjSGðk � 1; j� 1; �Xj�1Þ:

This complement is given by

Xj�SGðk; j� 1; �Xj�1Þ _ Xj�SGðk � 1; j� 1; �Xj�1Þ
¼ XjSFðk; j� 1;Xj�1Þ _ XjSFðk � 1; j� 1;Xj�1Þ:

Rushdi [52] noted that the AR algorithm is, in fact, an implementation of the
Reduced Ordered Binary Decision Diagram (ROBDD) strategy when this strategy
is adapted for computing the k-out-n-reliability. The ROBDD strategy was pro-
posed by Bryant [110] as an extension of the BDD methodology of Akers [111].
The ROBDD deals with general switching (two-valued Boolean) functions, and is
now considered the state-of-the-art data structure for handling such functions, with
extensive applications in reliability [112–122]. As stated earlier, the AR algorithm
has a domain of applicability that is narrower than that of the ROBDD algorithm, as
it is restricted to switching functions that are both monotonically nondecreasing and
totally symmetric. Apart from this, the AR algorithm has exactly the same features
as the ROBDD algorithm, namely:

1. Both the AR and ROBDD algorithms are based on the Boole–Shannon
expansion in the Boolean domain.

2. Both algorithms visit the variables in a certain order, typically monotonically
ascending or monotonically descending.

3. Both algorithms reduce the resulting expansion tree (which is exponential in
size) to a rooted acyclic graph that is both canonical and hopefully compact or
sub-exponential. The reduction rules [122] require 3(a) merging isomorphic
subtrees, and 3(b) deletion of useless nodes whose outgoing edges point to the
same child node.

Figure 1 translates the lower two rows of Table 5 into a quad of Mason Signal
Flow Graph (SFGs) for computing the reliability and unreliability of the k1-out-of-
(k1 þ k2):G system and the k1-out-of-(k1 þ k2):F system for k1 � 0 and k2 � � 1:
Figure 1 is drawn over a rectangular grid of coordinates k1 ¼ k; k2 ¼ n� k1: The
graphs in Fig. 1 are the essence of the four versions of the iterative AR algorithm.
Striking similarities (and trivial, albeit subtle differences) of these graphs with
ROBDDs are discussed in Rushdi and Alturki [61].

Though the recursive relation (17a) was discovered initially in the Boolean
domain [27], it can be derived, as an afterthought, in the probability domain. For
this purpose, we employ the Total Probability Theorem with the two mutually
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exclusive and exhaustive events {component j is failed} and {component j is
good}, for 1� k� j� n; as follows

RGðk; j; pjÞ ¼ Prfat least k components out of j are goodg
¼ Prfat least k components out of j are goodjcomponent j is failedg
Prfcomponent j is failedg

þPrfat least k components out of j are goodjcomponent j is goodg
Prfcomponent j is goodg
¼ Prfat least k components out of ðj� 1Þ are goodgqj
þPrfat least ðk � 1Þ components out of ðj� 1Þare goodgpj

¼ qjRGðk; j� 1; pj�1Þþ pjRGðk � 1; j� 1; pj�1Þ:

The derivation above should not be viewed as a defeat of purpose of the para-
digm presented herein. Simple as it may be, this derivation was arrived at only after
(18a) became known, as a transform of the Boolean result (17a).

Fig. 1 Translation of the lower two rows of Table 5 into a quad of Mason signal flow graph
(SFGs)
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6 Conclusions

This chapter gives a detailed overview of the current practice of solving system
reliability problems by first formulating and manipulating them in the Boolean
domain, and subsequently going to the probability domain. This practice is a
supplementary alternative of the more dominant practice of working solely in the
probability domain all throughout the solution process. The equivalence between
event-based probability (which uses probabilities of events) and Boolean-based
probability (which employs expectations of indicator variables of such events) is
demonstrated. In particular, the expectation of a Boolean quotient is identified as a
conditional probability, and the Boole–Shannon expansion is recognized as a
Boolean-domain counterpart of the Total Probability Theorem.

Formulation of a system reliability problem in the Boolean domain is concep-
tually very simple for systems described by verbal statements. It is the natural
strategy to use for systems described by fault trees, which are composed of logical
AND–OR gates, and can similarly be utilized with systems described by block
diagrams. It is the method of choice with systems described by network graphs,
when these systems are handled through the enumeration of minimal pathsets and
minimal cutsets, rather than via other graph techniques. Manipulations in the
Boolean domain are facilitated for small problems by the existence of insightful
manual tools such as the Karnaugh map or the variable-entered Karnaugh map, and
for large problems due to the availability of many scalable efficient algorithms such
as those utilizing the ROBDD. Transfer from the Boolean domain to the probability
domain is achieved via the Real or Probability Transform of a switching
(two-valued Boolean) function, which is generally an intractable process of expo-
nential complexity. However, computational burden can be shifted to the Boolean
domain, with a potential decrease in complexity, if the pertinent Boolean function is
first cast into the form of a PRE. Some of the important rules used in generating a
PRE are presented, occasionally along with succinct proofs. These include rules to
achieve disjointness (orthogonality) of ORed formulas, and to preserve statistical
independence as much as possible among ANDed formulas.

The chapter reports a special case of Boolean-domain success by discussing
recursive relations governing the reliability and unreliability of the k-out-of-n:G and
the k-out-of-n:F systems. The complementation (inversion) and dualization oper-
ations in the Boolean domain are utilized to interrelate these four entities, and to
evaluate them via four versions of the same algorithm. These four versions of the
algorithm are explained in terms of signal flow graphs that are compact, regular,
and acyclic, in addition to being isomorphic to the ROBDD, which is reputed to be
the most efficient technique for manipulating Boolean functions.

From a pedagogical point of view, the paradigm and concepts discussed herein
might be too involved to be of utility in elementary probability education. However,
a somewhat bold suggestion is to employ the present paradigm and concepts in
areas constituting advanced applications of probability (beside that of system
reliability) such as telecommunications, genetics, and finance.
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Appendix A: Boolean Quotient

Let us define a literal to be a letter or its complement, where a letter is a constant or
a variable. A Boolean term or product is a conjunction or ANDing of m literals in
which no letter appears more than once. For m = 1, a term is a single literal and for
m = 0, a term is the constant 1. Note that, according to this definition the constant 0
is not a term. Given a Boolean function and a term t, the Boolean quotient of
with respect to t, denoted by ( ), is defined to be the function formed from by
imposing the constraint {t = 1} explicitly [103], i.e.,

ð19Þ

The Boolean quotient is also known as a ratio, a subfunction, or a restriction.
Brown [103] lists and proves several useful properties of Boolean quotients, of
which we reproduce the following ones:

ð20Þ
ð21Þ

{for n-variable functions and g and an m-variable term t with m ≤ n},

ð22Þ
ð23Þ
ð24Þ

ð25Þ

In this Appendix, we followed Brown [103] in denoting a Boolean quotient by
an inclined slash . However, it is possible to denote it by a vertical bar to stress
the equivalent meaning (borrowed from conditional probability) of conditioned
by t or given t.
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Reliability Optimization: A Particle
Swarm Approach

Sangeeta Pant, Anuj Kumar and Mangey Ram

Abstract In recent years, substantial efforts related to the applications of Particle
Swarm Optimization (PSO) to various areas in engineering problems have been
carried out. This chapter briefly gives the details of PSO development and its
applications to reliability optimization.

Keywords Reliability � Optimization � Particle swarm optimization

1 Recent Works and Advances of PSO

Presently, we have many variants of Particle Swarm Optimization (PSO) and are
expected to grow further rapidly. Figure 1 describes the basic variants and modi-
fications in PSO over the years. Various modifications to the original PSO has been
proposed so far [43]. Also, novel ideas from other disciplines such as evolutionary
algorithms have been imported to the framework of PSO. PSO algorithms can be
divided into the global version (gbest model) and the local version (lbest model)
types, with the ability of the lbest model to prevent a solution being trapped in local
minima. The gbest model, on the other hand, has more chance to get trapped into a
local optimum. However, the global version is superior to the local version in terms
of the speed of convergence to the optimum solution and the computation time.

To reduce the possibility of particles flying out of the problem space, Eberhart
et al. [42] put forward a clamping scheme that limited the speed of each particle to a
range [−Vmax, Vmax]. To assist with the balance between exploration and
exploitation a modified PSO, incorporating an inertia weight, w was introduced
[128]. The initial experiments suggested that a value between 0.8 and 1.2 provided
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good results, although in later work Eberhart and Shi [40] indicated that the value is
typically set to 0.9 (reducing the stepwise movement of each particle, allowing
greater initial exploration) reducing linearly to 0.4 (speeding convergence to the
global optimum) during an optimization run. A summary of various existing inertia
weight strategies is given in Table 1 [94]. Constriction is an alternative method for
controlling the behaviour of particles in the swarm. Rather than applying inertia to
the velocity memory, Clerc and Kennedy (developed 1999, published [20]) applied
a constriction factor to the new velocity. Eberhart and Shi [40] showed that with
judicious parameter settings, the two approaches were algebraically equivalent and
improved performance could be achieved across a wide range of problems.

PSO has also been successfully applied to solve the constrained optimization
problems. A variety of approaches [4, 15, 56, 103, 134, 137] have been developed
to work with constrained optimization methods.

Although the basic PSO was developed to find single solutions to optimization
problems, but later it is observed that PSO has an inherent ability to find multiple
solutions. Niching is an important technique for multimodal optimization. PSO can
be used as an effective niching method for maintaining stable subpopulations (or
niches) [44, 76, 95, 135, 144].

PSO was originally developed and applied to static problems where the objective
function does not change. Later, It is realized that PSO be adapted to solve dynamic
problems as well. Several simple modifications [39, 41, 54, 57, 80, 105, 157] have
been applied to improve its performance in dynamic environment. One of the first

Fig. 1 Basic variants of PSO
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Table 1 Description of different inertia weight strategies

Label Inertia weight strategy Adaption
mechanism

Feedback
parameter

References

W1 w ¼ c Constant w – Shi and
Eberhart
[128, 132]

W2 w ¼ 0:5þ rand ðÞ
2

Random w – Eberhart and
Shi [41]

W3 wðiterÞ ¼ wmin þ maxiter�iter
maxiter wmax � wminð Þ Linear

time
varying

– Eberhart and
Shi [41], Shi
and Eberhart
[129, 130]

W4 w iterð Þ ¼ wmin þ maxiter�iter
maxiter

� �n
wmax � wminð Þ Nonlinear

time
varying

– Chatterjee
and Siarry
[17]

W5 w iterð Þ ¼ winitial � Uiter Nonlinear
time
varying

– Jiao et al.
[60]

W6 wðiterÞ ¼ wmin � Zþ maxiter�iter
maxiter wmax � wminð Þ Linear

time
varying
with
random
changes

– Feng et al.
[46, 47]

W7
wðiterÞ ¼ wmin þ

1� iter
maxiter

� �
1�s iter

maxiter

� � wmax � wminð Þ
Nonlinear
time
varying

– Lei et al.
[72]

W8
wðiterÞ ¼ 2

iter

� �0:3 Nonlinear
time
varying

– Fan and
Chiu [45]

W9 wðiterÞ ¼ wmax þ maxiter�iter
maxiter wmin � wmaxð Þ Linear

time
varying

– Zheng et al.
[158, 159]

W10 Fuzzy rules Adaptive Best
fitness

Saber et al.
[122], Shi
and Eberhart
[131]

W11 wt
i ¼ winitial � a 1� hti

� �þ bs Adaptive Fitnees of
the current
and
previous
iterations

Yang et al.
[151]

W12 w ¼ 1:1þ gbest
ðpbestiÞaverage

Adaptive Global
best and
average
local best
fitness

Arumugam
and Rao [6]

(continued)
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studies in the application of PSO to dynamic environment came from Carlisle and
Dozier [16], where the efficiency of different velocity models has been evaluated.
Coelho et al. [22] successfully applied the split adaptive PSO design proportional
integral (PI) controllers for nonlinear time-varying process in discrete time domain.

As far as the main body of PSO development work is concerned it concentrated
on optimization in continuous search spaces, although some research has also been
conducted into the application of the algorithm to discrete problems. Kennedy and
Eberhart [61] developed the first discrete version of PSO for binary problems. Later,
Al-kazemi and Mohan [3] compared this with an alternative velocity update tech-
nique called Multiphase Discrete PSO (M-DiPSO). Laskari et al. [71] presented an
implementation of PSO that initially operated in continuous space but truncated the
real number values to integers. Afshinmanesh et al. [1] have developed a hybrid
approach, combining PSO and Artificial Immune Systems (AIS), for the opti-
mization of binary problems.

For more developments in PSO one can refer the review papers by Parsopoulos
and Vrahatis [104], Banks et al. [10, 11], Dian et al. [38].

A number of approaches have been proposed to extend the PSO for multiple
objective problems. One of the earliest proposals for progression of PSO strategy
for solving MOOP was made by Moore and Chapman [91] in an unpublished
manuscript from 1999. Since then there have been several recent attempts to use
PSO for multi-objective optimization problems only. Some of these concepts have
been surveyed briefly in this section.

Dynamic Neighbourhood PSO Hu and Eberhart [55] proposed this method in
which, in each generation, after calculating distances to every other particles, each

Table 1 (continued)

Label Inertia weight strategy Adaption
mechanism

Feedback
parameter

References

W13 wi ¼ wmin þ wmax � wminð Þ Ranki

total population
Adaptive Particle

rank
Panigrahi
et al. [99]

W14 w ¼ 1� a 1
1þ eISAij

� �
; ISAij ¼ xij�Pijj j

pij�pgij jþ e

Adaptive Distance
to particle
and global
best
positions

Qin et al.
[110]

W15
w ¼ winitial þ 1� disti

max dist

� �
;

disti ¼
XD

d¼1
ðgbestd � xi;dÞ2

� �1=2

Adaptive Distance
to global
best
position

Suresh et al.
[138]
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particle finds its new neighbourhood. Among the new neighbours each particle
finds the local best particle.

The Multi-objective Particle Swarm Optimizer (MOPSO) Coello and Lechuga
[24] found PSO particularly suitable for MOOP mainly because of the high speed of
convergence that the PSO presents for single objective optimization problem and
proposed multi-objective particle swarm optimization (MOPSO). MOPSO used two
archives, one for storing globally non-dominated solutions found so far by search
process, while the other for storing the individual best solutions attained by each
particle. They used method inspired by Knowles and Corne [65], for maintaining
diversity. An adaptive grid feature used in this method, based upon objective
functions values of archive members is applied to the archive, with the goal of
producing well distributed Pareto optimal front. In this method first hyperspace is
divided into small hypercube and each cube is assigned weight which is inversely
proportional to the number of non-dominated solutions inside the cube. Then
roulette wheel selection is used to select one of the hypercubes from which the
gbest will be picked.

The Multi-objective Particle Swarm Optimizer (MOPSO) Coello et al. [25]
improved the aforementioned MOPSO by incorporating a genetic operator as
mutation operator. The mutation operator boosts the exploration capability of
MOPSO presented in Coello and Lechuga [24].

The Swarm Metaphor Ray and Liew [117] proposed the Pareto dominance and
combining concepts of evolutionary techniques with the PSO. All non-dominated
individuals which are performing better and having less constraint violations are
highly ranked based on Pareto ranking and saved as a set of leaders (SOL). The
selection of a group leader as gbest from the SOL is based on roulette wheel
selection which ensures SOL members with a large crowding radius have a higher
probability of being selected as a leader.

The Approach of Mostaghim and Teich [92] proposed the sigma method for
finding the suitable gbest for each particle, they also used turbulence factor to
enhance the exploration capability.

The Algorithm of Fieldsend and Singh [48] suggested an approach in which they
used an unconstrained elite archive (in which a special data structure called dom-
inated tree is adopted) to store the non-dominated individuals found along the
search process. The concept of the turbulence was also incorporated by them.

Bartz-Beielstein et al. [12] proposed an idea of using elitism (through the use of
external archive) into PSO. They analysed different methods of selecting and
deleting particles from the archive to generate a satisfactory approximation of the
Pareto optimal front.

The Non-dominated Sorting PSO Li [77] developed Non-dominated sorting
particle swarm optimization (NSPSO) which incorporated the main mechanism of
Non-dominated sorting genetic algorithm (NSGA-II) [34]. In his algorithm,
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the population of particles was combined with the personal best position and the
best was selected from the new population to compose the next population.

Another Multi-objective Particle Swarm Optimization (AMOPSO) Pulido and
Coello [109] further improved the performance of PSO, and proposed an MOPSO
algorithm, which is called AMOPSO. Their algorithm implements the subdivision
of the decision space into multiple sub-swarms via clustering techniques. Their goal
was to improve the diversity of solutions on the Pareto optimal front. At some point
during the search process, different sub-swarms exchange information, as each
sub-swarm chooses a different leader other than its own to preserve diversity.

The Algorithm of Parsopoulos et al. [106] developed parallel vector evaluated
particle swarm optimization (VEPSO), is a multi-swarm variant of PSO, which is
inspired by the vector evaluated genetic algorithm (VEGA). In VEPSO, each
swarm is evaluated using only one of the objective functions of the problem under
consideration and the information it possesses for this objective function is com-
municated to other swarms through the exchange of their best experience.

The Algorithm of Sierra and Coello [133] suggested a new MOPSO, which is
also known as OMOPSO. In their design, the population is divided into three
sub-swarms of equal size. Each sub-swarm adapted to a different mutation operator.
In doing so, the ability of exploration and exploitation was enhanced during the
search process.

Multi-Objective Particle Swarm Optimization with Crowding Distance
(MOPSO-CD) Raquel and Naval [112] developed another PSO based approach
called MOPSO-CD, which incorporated the crowding distance into PSO and the
distribution of non-dominated solutions was improved on the Pareto optimal front.
The crowding distance mechanism together with a mutation operator maintains the
diversity of non-dominated solutions in the external archive. Raquel and Naval
[112] also showed that MOPSO-CD is highly competitive in converging towards
the Pareto optimal front and generated a well-distributed set of non-dominated
solutions. We discuss this approach in detail in the next chapter.

A Hybrid PSO Liu et al. [79] proposed a hybrid PSO, which combined the global
search ability of PSO with a synchronous local fine-tuning and used fuzzy global
best to handle the premature convergence.

Time Variant MOPSO (TV-MOPSO) Tripathi et al. [141] adapted the vital
parameters in PSO, namely the inertia weight and the acceleration coefficients
during the iterations.

Elitist Mutated (EM)-MOPSO Reddy and Kumar [118] proposed (EM)-MOPSO,
which incorporates an efficient mutation strategy called elitist mutation to enhance
exploration and exploitation in the search space.

Dynamic Population Multiple Swarm MOPSO (DMOPSO) Most recently
Leong and Yen [73] proposed an algorithm DMOPSO, inspired by Pulido and
Coello [109] and incorporates the following four proposed strategies: (1) cell-based
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rank density estimation scheme to keep track of the rank and density values of the
particles; (2) population growing strategy to increase the population size to promote
exploration capability; (3) population declining strategy to prevent the population
size from growing excessively; and (4) adaptive local archives designed to improve
the distributed solutions along the sections of the Pareto optimal front that associate
with each sub-swarm.

Other than aforementioned methods several other methods [2, 13, 14, 33, 50] for
MOPSO have been proposed till date. For more survey on various PSO proposals
reader can refer to Reyes-Sierra and Coello [121], Fieldsend [49], Padhye et al.
[97].

2 Reliability Optimization (An Overview)

Almost every one of us is acquainted with the term reliability in day-to-day life.
When we assign attribute ‘reliable’ to a component or a system (a system may be
consist of collection of several components) we precisely mean to say that the same
will render service for a good or at least reasonable period of time. In the modern
age of sciences, a high degree of reliability is being demanded from all kinds of
users whether it is in general, public sectors, industries, defense and space research
programmes. There is too much at stake in terms of cost, human life, and national
security to take any risks with equipments which might not function properly when
required. Moreover, the present day weapons used for military purposes consist of
thousands of small parts, each interwoven into a complex web which constitutes the
weapons. The failure of any one of these could adversely affect the operation of the
weapon. Therefore, it becomes more important that each part of the complex
equipment must be highly reliable so the equipment as a whole must be reliable.
The concept of high reliability is equally important outside the Military field.
Computers which are complex as well as expensive play a major role in industrial
and scientific activities. If a Computer does not operate even for a single day even
due to any software failure, it not only spells inconvenience but also cause financial
loss, i.e. the software reliability testing is very important.

So the needs of obtaining highly reliable systems and components have acquired
special importance with the development of the present day technology.

The theory of reliability is not very old; usually world war second in 1939 is
regarded as the starting point of reliability discipline. Before world war second, in
the first quarter of twentieth century a team of workers in ‘Bell Telephone
Laboratories’ developed statistical methods for solving there quality control prob-
lems which is strongly linked with quality control. They provided the basis for
development of statistical quality control. The American Society for Testing and
Materials, The American Standard Association and The American Society for
Mechanical Engineers also worked for the quality control techniques. But these
technique were widely used till world war second 1939. Complexity and automa-
tion of equipments used in the war resulted in severe problems of maintenance and
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repairs. The equipment/component failed beyond the expectation. During this war
army and navy in USA set up a joint committee known as Vacuum Tube
Development Committee for the study of failure in vacuum tube which is consid-
ered to be one of the root causes of the trouble. The major committee on reliability
was set up by U.S Defense Department in 1950. This was latter called the Advisory
Group on Reliability of Electronic Equipment (AGREE). During 1950s Germany,
Japan, and Britain also took interest in such type of study. The last 20 years have
seen remarkable progress in the application of reliability in industries and in other
departments of all the developed and developing countries.

The theory of reliability is the new scientific discipline that studies the general
regularity that must be maintained under design, experimentation, manufacture,
acceptance, and use of units/components in order to maximal effectiveness from
their use. The need of obtaining highly reliable systems and components has
acquired Special importance with the development in the present day technology.

The problem of increasing reliability of equipments/components becomes more
important and urgent in connection with the complex mechanization, modern
sophistication, and automation of industrial process in many fields of industry,
transportation, communication, space technology, etc. The complex system,
equipments, machines, etc., are not of much use if they cannot perform the work
adequately for which they are intended.

A system is a combination of elements forming a planetary whole, i.e. there is a
functional relationship between its components. The properties and behavior of
each component ultimately affects the properties of the system. Any system has a
hierarchy of components that pass through the different stages of operations which
can be operational, failure, degraded or in repair. Failure does not mean that it will
always be complete; it can be partial as well. But both these types affect the
performance of system and hence the reliability. Majority of the systems in the
industries are repairable. The performance of these systems can influence the
quality of product, the cost of business, the service to the customers, and thereby the
profit of enterprises directly. Modern repairable systems tend to be highly complex
due to increase in convolution and automation of systems. During the last 45 years
reliability concepts have been applied in various manufacturing and technological
fields. Earlier researcher discussed reliability and steady state analysis of some
realistic engineering systems by using different approaches. Reliability techniques
have also been applied to a number of industrial and transportation problems
including automobile industry. Here the study is focused on the engine assembly
process of automobiles.

A high degree of reliability is also desirable from the economic point of view so
as to reduce the overall costs. Sometimes the annual maintaining cost of some
system in operable state is much higher than its original cost. Insufficient reliability
of units engenders great loss in servicing, partial stoppage of equipment, and there
may be accidents with considerable damage to the equipment and even the cost may
be more serious in term of human life, national prestige and security. All these
factors and many more, demanded high reliability in the design and operations of
components/systems/equipments in various reliability models of practical utility,
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we often across with the situations of maximizing the profit. The profit earned out
by an operable system besides other parameters depends upon the cost incurred
against the repairmen needed to repair the failure stages of the system.

The present day theory of reliability has been developed during the last two
decades by engineers and mathematicians of various countries.

Every science is based on some fundamental concepts and definitions, same is
true for theory of reliability also. Some of the basic concepts on which the theory of
reliability is formulated are given below.

System A system is an arbitrary device consisting of different parts components or
units.

Time It is the period during which one can expect the satisfactory performance of a
system.

Adequate It indicates the criteria for operations of the device to satisfactory.

Failure Mode It is the effect by which a failure is observed.

Failure Rate It is the incremental change in the number of failures per associated
incremental change in time. Or the expected rate of occurrence of failure or the
number of failures in a specified time period. Failure rate is typically expressed in
failures per million or billion hours. For example, if your television has a failure rate
of five failures per million hours, you can watch one million hour-long television
shows and likely experience a failure during only five shows.

Uptime It is total time during which the system is in the acceptable operating
conditions.

Downtime The total time during which the system is not in the acceptable oper-
ating conditions.

The definition of reliability of a system is usually stated in straightforward terms
as “the probability that the system will not fail during delivery of service [119], or
alternatively, that the overall system performance figure of merit will not enter
failure mode between the time a service is requested and when that service is
delivered [136]. A system can be designed for optimal reliability either by adding
redundant components or by increasing the reliability of components [68].

There are several ways for improving the system’s reliability. One way of
improving reliability is either to duplex some of the unit or the whole system. Other
way is to provide repair and maintenance to the system at the time of need. Some
important technique of reliability improvements are as under.

Redundancy In a redundant system, some additional paths are created for the
proper functioning of the system. Even though one component is sufficient for
successful operation of the system, we deliberately use some more components to
increase probability of success, thus causing the system to become redundant. There
are three types of redundancies.
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Active Redundancy An active redundant system with n-units is one which
operates with every one unit. Here failure of system occurs only when all the units
are fails.

Standby Redundancy A standby redundant system is one in which one unit
operates on line followed by a number of spare unit called standbys. On failure of
the operating unit, a standby unit, if operable, is switched on to the line by perfect
or imperfect switching device. Standby can be classifies as hot, warm and cold
depending on how they are loaded in the standby state. Hot standbys are those
which are loaded in exactly the same way as the operating unit. Warm standbys are
those which are diminished load. And cold standbys are completely unloaded and
never lose their operational ability and can not fail in standby state.

Partial Redundancy The redundancy where in two or more redundant items are
required to perform function k-out-of: m system. The system which is good iff at
least k of it m items are good.

Maintenance All recoverable systems which are used for continuous or intermit-
tent service for some period of time are subjected to maintenance. Maintenance
action can be classified in several categories, e.g. preventive, corrective, and pri-
ority maintenance.

Preventive Maintenance Preventive maintenance is such type of check which
keeps the system in a condition consistent with its built in level of performance,
reliability and safety.

Corrective Maintenance It deals with the system performance when the system
gives wrong results. Repair/maintenance is concerned with increasing with system
availability. In order to increase the system availability, failed unit are repaired to
put them into operation.

Priority Maintenance A redundant system which consist of n � 2 units in which
one of the units is called the priority unit (P-unit) and others are termed as
non-priority units (O-units). The P-unit is the “preferred unit” for operating on line
and is never used in the status of a standby. The O-units are allowed to operate on
the line only when the P-unit is under failure.

Pre-emptive Priority The repair of the O-unit is interrupted and its repair is
continued as soon as the repair of the P-unit is completed. The resumed repair of the
O-unit can follow any one of the following rules.

Pre-emptive Resume The repair of the O-unit is continued from the point where it
was left earlier.

Pre-emptive Repeat The repair of the O-unit is started as a fresh; this implies that
the time for the O-unit in the repair facility before it was left from service has no
influence on its service time now.
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Non Pre-emptive Priority The repair of the O-unit is continued and the repair of
the P-unit is entertained only when the repair of the O-unit is completed. It is also
called the Head-of-line repair police.

Inspection A system requires its inspection at random epochs in order to trace out
the fault in redundant, particularly in deteriorating standby system.

The reliability optimization problems can be categorized in two ways: Single
objective reliability optimization problems and Multi-objective reliability opti-
mization problems.

• Single Objective Reliability Optimization Problems

Let us consider a reliability optimization problem as follows:
Max f0 r1; r2; . . .; rn; x1; x2; xnð Þ
subject to

f ci r1; r2; . . .; rn; x1; x2; xnð Þ� bi; for i ¼ 1; 2; . . .;m
lj � xj � uj; xj 2 Z þ ; for j ¼ 1; 2; . . .; n
rj 2 0; 1ð Þ � R; for j ¼ 1; 2; . . .; n

where n is the number of components with m constraints. Component reliability of
jth component is denoted by rj. xj is the number of identical redundant components,
i.e. the number of redundancies, at the jth component; fi is the ith constraint
function; bi is the maximum allowable amount of the ith resource; f0 is an objective
function of the problem; Z þ is the set of non-negative integers while R denote the
set of real numbers. The objective of the reliability optimization problem is to find
the components reliability in such a way that it maximize the overall system reli-
ability under the given resources constraints, or minimizes the total cost under
minimum system reliability and other resource limitations.

• Muti-Objective Reliability Optimization Problems

Max F ¼ ðf1 r1; r2; . . .; rn; x1; x2; . . .; xnð Þ; f2 r1; r2; . . .; rn; x1; x2; . . .; xnð Þ; . . .;
fK r1; r2; . . .; rn; x1; x2; . . .; xnð ÞÞ

subject to

f ci r1; r2; . . .; rn; x1; x2; xnð Þ� bi; for i ¼ 1; 2; . . .;m
lj � xj � uj; xj 2 Z þ ; for j ¼ 1; 2; . . .; n
rj 2 0; 1ð Þ � R; for j ¼ 1; 2; . . .; n

fk; 8k ¼ 1; 2; . . .;K is one of the objective functions of the problem, K is total
number of objective functions. In most practical situations involving reliability
optimization, there are several mutually conflicting goals such as maximizing
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system reliability and minimizing cost, weight, volume and constraints required to
be addressed simultaneously. Some main objectives can be expressed as.

Objective 1: The most important objective is the maximization of system reliability
ðRsÞ. It enables the system to function satisfactorily throughout its intended service
period

Max Rs

As in our approach we are considering all minimization problems. Hence, the
above objective is equivalent to minimization of system unreliability
ðQs ¼ 1� RsÞ, can be expressed as follows:

Min QS

Objective 2: The addition of the redundant components increases not only the
system reliability but also its overall cost ðCSÞ. A manufacturer has to balance these
conflicting objectives, keeping in view the importance of reducing the overall cost

Min CS

Objective 3: As with cost, every added redundant component increases the weight
of the system. Usually, the overall weight of a system needs to be minimized along
with its cost even as reliability is maximized (or unreliability is minimized)

Min WS

Reliability optimization problems can be categorized as redundancy allocation,
reliability allocation and reliability–redundancy allocation problems in accordance
to the type of their decision variables. If the number of redundancies, xj’s for all j,
are the only variables, the problem is called redundancy allocation problem. If
component reliabilities, rj’s for all j, are the only variables, the problem is termed as
reliability allocation and if the decision variables of the problem include both the
component reliabilities and redundancies, the problem is called a reliability–re-
dundancy allocation problem. From the mathematical programming point of view,
redundancy allocation is a pure integer nonlinear programming problem (INLP)
while reliability allocation problems can be viewed as a continuous nonlinear
programming problem (NLP) and reliability–redundancy allocation can be termed
as a mixed integer nonlinear programming problem (MINLP).

The suitability of a metaheuristics varies problem to problem. In other words, a
metaheuristic which is giving promising results on a particular set of problem may
show poor performance on different problems. Optimization of reliability of com-
plex systems is an extremely important issue in the field of reliability engineering.
Over the past three decades, reliability optimization problems have been formulated
as nonlinear programming problems within either single objective or multi-
objective environment.
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As discussed above, reliability optimization problems are categorized into three
typical problems according to the types of their decision variables: reliability
allocation, redundancy allocation and reliability–redundancy allocation. A number
of algorithms—also categorized as approximate, exact, or heuristic/metaheuristic
have been used to find optimal solutions to these problems. Algorithms such as the
surrogate worth trade-off, the Lagrange multiplier, and geometric programming
methods and their variants, which are efficient for the exact solution of continuous
problems of the type posed by reliability allocation optimization, can only
approximate the solution in the case of redundancy or redundancy–reliability
allocation optimization [93, 153]. The approximation techniques involve the use of
trial and error approaches to obtain integer solutions [148, 153]. The approximation
techniques were popular when exact solution algorithms were not well developed.
The advent of the exact algorithms, such as integer programming (IP), branch and
bound, and dynamic programming (DP) [78] have made the approximation tech-
niques less popular for solving redundancy allocation problems. The approximation
and exact algorithms, though efficient with small-to-moderate sized problems
having desirable properties such as convexity or monotonicity, are deficient with
complex large scale ones, such as real-life network reliability and redundancy
allocation optimization problems [7, 8]. Although the heuristic/metaheuristic
approaches (example GA, SA, ACO, PSO and TS) yield solutions which are not
exact, they do have the ability to efficiently handle complexity [5] and thus become
increasingly popular in the reliability optimization field. The redundancy and the
redundancy–reliability allocation optimization problems are generally more difficult
to solve than the reliability allocation ones. This is because the former belongs to
the class of NP-hard problems (this phenomenon was demonstrated by Chern [19],
Coit et al. [32], Coit and Konak [27]) which involve non-convex and combinatorial
search spaces and require a considerable amount of computational effort to find
exact optimal solutions [62]. The reliability allocation problems on the other hand
involve continuous optimization with a number of classical solution algorithms
based on gradient and direct search methods at their disposal. They are thus rela-
tively easier to solve. Examples of the solution algorithms which were applied in
the context of the three optimization problem types are presented in Tables 2 and 3
[142].

Tillman et al. [140] has extensively reviewed the several optimization techniques
for system reliability design. However, they reviewed the application of only
derivative-based optimization techniques, as metaheuristics were not applied to the
reliability optimization problems by that time. Mohan and Shanker [90] applied
random search technique to optimize complex system. Luus [81] optimized such
problems by nonlinear integer programming procedure. Over the last decade,
metaheuristics have also been applied to solve the reliability optimization problems.
To list a few of them Coit and Smith [30, 31], were the first to employ a GA to
solve reliability optimization problems. Ravi et al. [114] developed an improved
version of nonequilibrium simulated annealing called INESA and applied it to solve
a variety of reliability optimization problems. Further, Ravi et al. [115, 116] first
formulated various complex system reliability optimization problems with single
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Table 2 Different optimization techniques used in reliability optimization of SOOP category

Model type Solution
techniques

Algorithm description Sources

Redundancy
allocation

Approximate Interval arithmetic optimization Munoz and Pierre
[93]

Exact Lagrange relaxation algorithm in
conjunction with dynamic
programming (DP)

Ashrafi and Berman
[7]

Integer programming
(IP) algorithm

Coit and Liu [28]

Lexicographic order (P&K-Ag) Prasad and Kuo
[108]

Improved surrogate constraint
(ISC) algorithm

Onishi et al. [96]

IP (due to Misra) Misra and Sharma
[87]

Heuristic–
metaheuristic

Simulated annealing (SA) Atiqullah and Rao
[8]

DETMAX algorithm Kim and Yum [62]

Genetic algorithm (GA) Deeter and Smith
[36]

Heuristic algorithm Bala and Aggarwal
[9]

GA Coit and Smith [29]

SA Wattanapongsakorn
and Levitan [146]

Heuristic algorithm You and Chen [153]

Approximate linear programming
heuristic

Prasad and
Raghavachari [107]

Tabu search (TS) Kulturel-Konak
et al. [66]

Variable neighbourhood search
algorithm

Liang and Chen [78]

SA Wattanapongsakorn
and Levitan [145]

GA Coit and Smith [31]

GA Coit and Smith [30]

Reliability
allocation

Exact Cutting plane algorithm Majety et al. [84]

Heuristic–
metaheuristic

Random search algorithm Mohan and Shanker
[90]

PSO Pant et al. [101]

CSA Kumar et al. [67]

Redundancy–
reliability
allocation

Exact Surrogate dual problem under DP
algorithm

Hikita et al. [52]

Surrogate constraint algorithm Hikita et al. [51]

DP Yalaoui et al. [149]

Mixed integer programming
(MIP) algorithm

Misra and Sharma
[87]
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Table 3 Different optimization techniques used in reliability optimization of MOOP category

Model type Solution techniques Algorithm
description

MOA
type

Sources

Redundancy
allocation

Approximate Surrogate worth
trade-off
(SWT) method under
dual decomposition
algorithm

Scaler Sakawa [124]

Direct search by
Min–Max algorithm

Misra and Sharma
[88]

Exact IP due to Misra Misra and Sharma
[87]

The weighting
method in
conjunction with a
heuristic and an IP
algorithm

Coit and Konak
[27]

Weighting method
under an IP software
package

Coit et al. [32]

Heuristic–
metaheuristic

GA and Monte Carlo
simulation

Marseguerra et al.
[85]

Multi-objective GA Coit and
Baheranwala [26]

Elitist non-dominated
sorting GA 2 (NSGA
2)

Pareto Wattanapongskorn
and Coit [147]

GA Taboada and Coit
[139]

NSGA Zhao et al. [156]

Multi-objective ant
colony

Zafiropoulos and
Dialynas [154]

Simulated annealing
(SA)

Yamachi et al.
[150]

Multi-objective GA Li and Haimes [75]

Reliability
allocation

Exact Three levels
decomposition
approach and the
Khun Tucker
multiplier method

Scaler Salazar et al. [126]

Heuristic–
metaheuristic

NSGA 2 Pareto Salazar et al. [126]

(continued)
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and multi-objectives as fuzzy global optimization problems. They also developed
and applied the non-combinatorial version of another metaheuristic, viz., threshold
accepting to solve these problems. Recently, Shelokar et al. [127] applied the ant
colony optimization (ACO) algorithm to these problems and obtained comparable
results to those reported by Ravi et al. [114]. Vinod et al. [143] applied GAs to Risk
Informed In-Service Inspection (RI-ISI) which aims at prioritizing the components
for inspection within the permissible risk level thereby avoiding unnecessary
inspections. A new fuzzy MOO method is introduced and it is used for the opti-
mization decision-making of the series and complex system reliability with two
objectives is presented by Mahapatra and Roy [82]. Mahapatra [83] considered a
series-parallel system to find out optimum system reliability with an additional
entropy objective function. Marseguerra et al. [86] applied GA to solve the relia-
bility problem. Salazar et al. [125, 126] solved the system reliability optimization
problem by using several EAs and MOEAs. Ravi [113] developed an extended
version of the great deluge algorithm and demonstrated its effectiveness in solving
the reliability optimization problems. Deep and Deepti [35] applied self-organizing
migrating genetic algorithm (C-SOMGA) to optimize such type of problems.
Furthermore Kuo and Prasad [70], Kuo and Wan [69] reviewed different reliability
optimization and allocation techniques. More recently, Pant et al. [100, 102],
Kumar et al. [67] applied PSO and cuckoos search algorithm (CSA) to solve
reliability optimization problems.

Table 3 (continued)

Model type Solution techniques Algorithm
description

MOA
type

Sources

NSGA2 Kishor et al. [63,
64]

Ant colony (AC) Shelokar et al.
[127]

PSO Pant et al. [100,
102]

Redundancy–
reliability
allocation

Approximate SWT Scaler Sakawa [123]

Direct search
technique combined
with the Min–Max
method

Misra and Sharma
[89]

Goal programming
(GP) and goal
attainment methods
(GAT)

Dhingra [37]

Evolutionary
algorithm (EA)

Pareto Ramírez-Rosado
and Bernal-Agustín
[111]

Heuristic/metaheuristic

GA Huang et al. [59]
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3 Why Particle Swarm Approach to Reliability
Optimization?

Reliability optimization problem are NP-hard in nature so it is quite difficult to
achieve optimal reliability design [19]. The solution of such NP-hard optimization
problems, however, is more difficult using heuristics or exact algorithms. This is
because these optimization problems generate a very large search space, and
searching for optimal solutions using exact methods or heuristics will necessarily be
extremely time consuming. Such methods are particularly advantageous when the
problem is not large. Therefore, metaheuristic algorithms, particularly cuckoos
search algorithm (CSA), grey wolf optimization algorithm (GWO), ant colony
optimization (ACO), genetic algorithm (GA), differential evolution (DE), particle
swarm optimization (PSO), etc., are suitable for solving reliability optimization
problems. The main concept of PSO is based on the food searching behavior of
birds flocking or fish schooling. When PSO is adopted to solve problems, each
particle has its own location and velocity, which determine the flying direction and
distance, respectively. Comparing with other evolutionary approaches PSO has the
following advantages [21, 53, 58, 120]:

(i) It has less parameters.
(ii) It is easy in implementation.
(iii) It has fast convergence.

These advantages are good for solving the reliability optimization problems
because a population of particles in PSO can operate simultaneously so that the
possibility of paralysis in the whole process can be reduced. Different PSO methods
have been already successfully applied by Zavala et al. [155], Chen [18], Pandey
et al. [98], Levitin et al. [74], Yeh [152], Coelho [23], Zou et al. [160], Pant and
Singh [101] Pant et al. [100,102], etc., in reliability optimization problems.
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Reliability and Quality Control
of Automated Diagnostic Analyzers

Ilias Stefanou, Alex Karagrigoriou and Ilia Vonta

Abstract The purpose of this work is to show how statistical quality control
methods contribute to the quality control of diagnostic tests in clinical laboratories.
This chapter presents the difficulties as well as the advantages of the implemen-
tation of quality control techniques in the daily routine of laboratories together with
the disadvantages of non-application. It emphasizes the role of good and uninter-
rupted operation of laboratory equipment to ensure quality and how to reduce the
effects of time and its use with a comprehensive maintenance program. It also
documents the role of statistical quality control in early detection of a malfunction
of the equipment and thereby in avoiding an incorrect result from the reference
laboratory. Finally, it proposes ways to improve the reliability and maintainability
of the equipment and highlights the contribution of statistical quality control to
clinical laboratory equipment.

Keywords Automated diagnostic analyzers � Availability � Clinical laboratory �
Maintainability � Reliability � Statistical quality control

1 Introduction

The World Health Organization (WHO) defines quality health as “the provision of
diagnostic and therapeutic procedures to ensure the best possible result within the
potential limits of modern medical science which should always focus on accurate
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results with the least possible risk for the patient’s health and patient’s satisfaction
in terms of procedures, outcome and human contact” [23]. Quality in health care is
a primary concern of any health organization or health system. In recent years,
studies of health services turn increasingly towards the issue of ensuring the quality
of service [18].

The clinical diagnostic laboratory is an integral part of medical science. Its role
becomes daily more and more important. It contributes to the prognosis, diagnosis,
and monitoring the progress of patients. The results of a clinical diagnostic test and
the benefits it provide to clinicians depend directly on the quality of the analysis.
Since any laboratory assay involves the unavoidable risk of a random or systematic
error, the importance of statistical quality control becomes evident in every clinical
laboratory to reduce, minimize, and hopefully eliminate the risk of nonrandom
(human or machine) faults. It is the duty of a clinical laboratory to assure accurate
and reliable test results and reports in addition to increase the laboratory’s perfor-
mance. An important role in this is played by the proper maintenance and reliability
of all equipments used in the lab. To ensure the quality of analyses, the equipment
is required to respond to as high as possible levels of reliability and availability.

The internal quality control in a clinical diagnostic laboratory is under a con-
tinuous, critical evaluation of laboratory analytical methods and routine analysis.
The audit involves an analytical process/procedure starting with the sample entering
the laboratory and ending with the analytical report. In this work, we make use of
statistical tools and techniques that can be applied to a clinical laboratory to ensure
the validity of the results produced. Section 2 presents the history of statistical
quality control in clinical diagnostic laboratories and presents all the statistical tools
that can be used daily by the professional team of a clinical diagnostic laboratory to
increase its performance. We also briefly discuss the quality control issues asso-
ciated with automated analyzers. Section 3 is devoted to the concepts of reliability
and maintainability of the equipment of clinical laboratories which are recognized
as being extremely important in ensuring the overall quality of the lab. The fol-
lowing section (Sect. 4) is devoted to the statistical analysis of data of actual
failures and maintenance for an automated immunological analyzer and an auto-
mated hematology analyzer, and makes inferences on the reliability, maintain-
ability, availability, and quality control. The analyzers are installed and operated in
a large hospital in Thessaloniki, Greece. The last section is devoted to a discussion
and some concluding remarks.

2 Literature Review

2.1 Quality Control in Clinical Laboratories

Statistical quality control is a daily routine performed by lab staff that handles
automatic analyzers in a clinical laboratory. Quality control in a clinical laboratory
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is defined as the control of the analytical process to ensure that the results agree, as
much as possible with the required specifications [6] and dates back to the early
1950s with the pioneer work of Levey and Jennings.

Levey and Jennings [12] were the first to introduce the Shewhart control chart
(Levey–Jennings chart) in clinical laboratories in the 1950s. Archibald in [1] argued
that the daily analysis of reference samples of unknown values in batches is a basic
requirement in any quality control program of a clinical laboratory. The Shewhart
control chart is considered to be ideal for the graphical presentation of the results of
daily analyses of reference samples in a clinical laboratory. Henry and Segalove [8]
proposed the use of three different control charts for routine quality control. One of
which was the Shewhart chart. Freier and Rausch [6] used specific serum con-
centration in each batch of test samples, proposed the use of three standard devi-
ations as a measure of accuracy and depicted in a daily basis, the results in a
Shewhart control chart. Henry [7] is responsible for the implementation of Levey–
Jennings chart in clinical chemistry and discussed in detail the use of such charts for
the daily monitoring of quality control. Many control chart modifications have been
proposed in recent years. Westgard et al. [27] for example, introduced in 1977 the
use of Cusum (Cumulative Sum) chart in the quality control in laboratories and
proposed the multiple controls chart as a quality control method in clinical chem-
istry [3, 19].

Westgard et al. [26] in an article on laboratory quality control laid the basis for
assessing the quality of analyses in clinical laboratories. Westgard control rules are
based on principles of statistical process control and are applied in the industry
since the early 1950s. In total, there are six basic rules constituting the
multi-standards process which could be applied either individually or cumulatively
for the assessment of the accuracy of analyses [5].

Techniques used instead of control serum samples of patients have been proven
to be very effective to the quality control laboratory. Among these techniques one
could mention: the method of daily physiological medium ACN value (Average of
Normals, [9]), the Bull’s algorithm in hematology in 1973, the Delta check method
[14], the use of the anion gap [29] and the use of retained samples of whole blood in
hematology [4]. For an extended discussion please see Karkalousos and
Evangelopoulos [11].

2.2 Statistical Quality Control of Automated Analyzers

The purpose of this section is the discussion of statistical quality control for
automated analyzers in biomedical sciences, such as hematology, immunology, and
biochemistry.

Statistical quality control can be applied to almost any automated process
including automated analyzers and diagnostic tests. Unlike industry, where prod-
ucts have identical characteristics, in clinical laboratory tests, things are completely
different, due to great biological diversity between individuals. As a result statistical
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quality control can be performed only on equipment and analytical methods and
only rarely on laboratory results. Statistical quality control of automated analyzers
does not rely on sampling from patient sample values, but instead on the use of
special samples known as control samples for which the target value is known [10].

It should be noted that statistical quality control currently used in clinical
diagnostic laboratories does not significantly differ from statistical techniques and
methods first used in the 1950s by Levey and Jennings. They were the first to
describe statistical quality control techniques based on the mean or average value
and the range of duplicate measurements, which were in turn based on Shewhart’s
methods [20]. Later Henry and Segalove [8] used single instead of duplicate
measurements and developed an alternative innovative procedure, where, instead of
a patient’s sample, a stable control sample is analyzed several times and the results
are placed in a control chart. Thus, they simplified the Levey–Jennings method and
introduced the single value control diagram known as “Shewhart chart” or “Levey
and Jennings chart” [25]. This type of chart is currently widely used in clinical
diagnostic laboratories worldwide.

Statistical quality control in a laboratory is applied either directly or retrospec-
tively. In direct daily control, current analytical measurements are statistically
tracked and the analysis includes the statistical analysis of standard samples,
patients’ background information, and electronic inspection of analyzers.
Retrospective control provides information and background for performance of
previous analyses and includes external quality assessment, proficiency testing,
calibration, and the use of summary quality control data.

3 Quality Control and Reliability Indices

3.1 Basic Notation and Formulae

For a component, device or system, the failure time T is a continuous random
nonnegative random variable ðT � 0Þ. The distribution function expresses the
probability that the observation value is contemplated to be less than a certain value
of time t and it is defined as

FðtÞ ¼ P T � tð Þ:

The distribution function F tð Þ expresses the probability of failure up to time t.
On the other hand, the function f ðtÞ is known as the probability density function
(pdf) and is defined as follows:

f ðtÞ ¼ lim
Dt!0

Pðt� T � tþDtÞ
Dt

192 I. Stefanou et al.



www.manaraa.com

or simply, as:

f ðtÞ ¼ dFðtÞ
dt

¼ � dRðtÞ
dt

where R(t) is the reliability function. The reliability is defined as the ability of a
system to perform its task under specific conditions for a certain period of time. The
concept of reliability is associated with the ability which is measured by the
probability, the expected performance, the environmental or other pre-specified
conditions, and the time of operation.

Mathematically speaking, the reliability is defined as the probability that the
failure time T is greater or equal to time t (see, e.g., [15]):

RðtÞ ¼ PðT � tÞ:

The reliability function is associated with both the distribution as well as the
probability density function

RðtÞ ¼ P T � t½ � ¼ 1� FðtÞ

and

RðtÞ ¼ P T � t½ � ¼
Z1
t

f ðuÞ du:

Figure 1 shows the relationship between reliability function, distribution func-
tion, and probability density function.

For a specified time interval (0, t) the reliability can be found to be equal to

RðtÞ ¼ exp �
Z1
t

hðuÞ du
2
4

3
5

Fig. 1 Relationship between
R(t), F(t) and f(t)
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where h(u) is the failure rate (or hazard function) of the system at a time t ¼ u, for
u > 0.

The failure rate which is usually denoted by hðtÞ expresses the instantaneous
probability that a product or item will fail in the time interval ðt; tþDtÞ given that
the item is functioning up to time t. It is defined as the probability threshold to fail a
component in the next time interval (period) given that it has not failed until the
beginning of the period when the width of the interval tends to zero [2] and it is
denoted by

hðtÞ ¼ lim
Dt!0

P t� T � tþDt; T � t½ �
P T � t½ �Dt ¼ lim

Dt!0

P t� T � tþDt½ �
RðtÞDt

¼ 1
RðtÞ lim

Dt!0

F tþDtð Þ � FðtÞ
Dt

¼ F0 tð Þ
R tð Þ ¼ f tð Þ

R tð Þ

The curve in Fig. 2 is known as “bathtub curve” after its characteristic shape and
it represents the typical shape of the failure rate. From the shape of the bathtub
curve, the lifetime of an item, component or a system is divided into three typical
time periods (zones). Zone 1 is characterized by an initially high failure rate known
as “infant mortality.” This can be explained by the fact that there may be undis-
covered defects in the system components; these show up as soon as the system’s
operation is initiated. In zone 2, the failure rate stabilizes at a level where it remains
for a period of time known as the “useful life period” or “failure by chance period.”
Finally in zone 3, the failure rate starts to increase as the system components begin
to wear out as a (natural) result of the aging process. The zone 3 indicates that the
product should be replaced or scrapped as hazard rate starts increasing. Frequently,
items are tested at the production level so that most if not all of the infant mortality
is removed before the products are distributed for use. It should be noted that during
the useful life period the failure rate of most mechanical items exhibit a slight
upward tendency [16].

Fig. 2 Typical shape of the failure rate [15]
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3.2 Reliability Indices

Reliability of Series Structures
The overall reliability R of a system consisting of subsystems A, B,C,…, Z connected
in series is defined as the probability of success of all subsystems at the same time

R ¼ P A\B\C\ � � � \ Zð Þ:
Assuming independence, the survival probability (reliability) of the entire system is
equal to the product of individual reliabilities of all subsystems of the system

R ¼ RA � RB � RC � � � � � Rz

where RK is the reliability of the Kth subsystem.

Reliability of Parallel Structures
For a system of parallel structure to fail, all subsystems must fail at the same time.
In case of a system with only two subsystems, A and B, the uncertainty of the
system is the probability of failing both subsystems simultaneously. Hence the
uncertainty F may be written as

F ¼ PðA\BÞ

where A and B represent the failure of the corresponding components. Assuming
independence, then the overall reliability R of the system may be written as

R ¼ 1� F ¼ 1� P A
� � � PðBÞ

¼ 1� 1� RAð Þ � 1� RBð Þ ¼ RA þRB � RA � RB

where RA and RB the reliabilities of A and B, respectively. Similarly if a system
consists of n units (1, 2, …, n) connected in series then the overall reliability R of
the system is defined as

R ¼ 1� 1� R1ð Þ � 1� R2ð Þ � � � 1� Rnð Þ

where Ri, i = 1, 2, …, n the reliability of the ith component.

Reliability of Mixed Structures
The previous relations can be combined to mixed systems, which consist of
modules connected in series and in parallel as shown schematically in Figs. 3 and 4.

Thus, for the mixed system presented in Fig. 3 the overall reliability is defined as

R ¼
Yn
j¼1

R1j þ
Yn
j¼1

R2j �
Yn
j¼1

R1jR2j

while the overall reliability of the system in Fig. 4 is defined as
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R ¼
Xn
j¼1

ðR1j þR2j � R1jR2jÞ:

Mean Time to Failure (MTTF)
The mean value lT of a random variable T is defined as the expected value of the
random variable T ; EðTÞ. So the mean time without failures (mean time to failure)
is defined as

MTTF ¼ lT ¼ EðTÞ ¼
Z1
0

tf ðtÞ dt

¼ �
Z1
0

td 1� FðtÞ½ �

¼ �
Z1
0

tdRðtÞ:

Fig. 3 Series–parallel structure [22]

Fig. 4 Parallel–series structure [22]
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Under the assumption that the reliability function is positive through the entire
positive part of the real line ½0;1Þ and also assume that limt!1t2RðtÞ ¼ 0, then a
simple application of integration by parts gives that

MTTF ¼ �tR tð Þj1
0

þ
Z1
0

RðtÞ dt:

For a reliability function R tð Þ tending to zero faster than the time t tending to
infinity the above expression simplifies to [2]:

MTTF ¼
Z1
0

RðtÞ dt:

Availability
Availability is the probability of functioning for a product or a system over a stated
instant of time. The term “functioning” means that the product or system is either in
active operation or that it is able to operate if required

AðtÞ ¼ P the item is functioning at time tð Þ:
The availability coincides with reliability for non-repairable systems.

A repairable system by the repair can be restored back to working state, after failure
occurs, so the “result” of failure is minimized. By repairing the system, reliability
remains the same but the availability not. The simplest representation of availability
A is the availability over a period of time which is defined as the fraction of
operating time over the total time period (which additionally includes the time to
repair, TTR)

A ¼ Uptime of the system
Uptime of the systemþDowntime of the system

It is clear that uptime depends on the reliability of the system while downtime
depends on the maintainability of the system. Thus the availability is a function of
both reliability and maintainability [22].

Maintainability
According to BS 4778 standard, the term of maintainability is “the ability of the
item, under stated conditions of use, to be retained in, or restored to, a state in which
it can perform its required functions, when maintenance is performed under stated
conditions and using prescribed procedures and resources” (BS 4778). The main-
tainability is defined as the probability that the maintenance action can be carried
out within a fixed time interval. Corrective maintenance is performed following the
occurrence of failure while preventive or predictive maintenance is applied in order
to reduce the chance of failures and associated inconvenience [22].
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Maintenance
Maintenance is defined as “the combinations of all technical and corresponding
administrative actions, including supervision actions, intended to retain an entity in,
or restore it to, a state in which it can perform its required function” [IEC50(191)].
The purpose of maintenance is to maximize the performance of production
equipment efficiently and regularly, to prevent breakdown or failures, to minimize
production loss from failures and finally to increase both the reliability and the
availability of the system [2].

Maintenance may be classified into three main categories (see Fig. 5)

• Corrective or Breakdown maintenance
• Preventive maintenance
• Predictive (Condition-based) maintenance.

3.3 Maintenance—Medical Devices and Laboratory
Performance

3.3.1 Maintenance and Medical Devices

Medical equipment directly affects human health and therefore the human life. It is
thus necessary for the diagnosis of disease, treatment, and monitoring of patients.
Medical devices are considerable investments and in many cases they have a high
maintenance cost. As a result, it is important to have a well-designed and easily
manageable maintenance program which will be able to retain the equipment at a

Fig. 5 Structure of maintenance [13]
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high level of reliability, security, and availability. Furthermore, the proper main-
tenance program results in extending the useful life of the equipment and at the
same time minimizing the cost of equipment ownership [24].

Medical equipment is highly specialized and if improperly maintained or
repaired may have adverse consequences on human life. A maintenance program
should include regular inspections and preventive or corrective maintenance pro-
cedures. Performance inspections ensure the proper functioning of the equipment,
while safety inspections ensure the safety for both patients and equipment opera-
tors. Preventive maintenance is intended to extend the life of equipment and reduce
failure rates as opposed to a scheduled inspection which detects certain malfunc-
tions undetectable by the operator. It is though important to clarify that equipment
inspections only ensure that the device is working properly at the time of inspection
and cannot eliminate the possibility of any future failures. Finally, by corrective
maintenance the functioning of a failed equipment is successfully restored and
normal operation resumes.

The phases of an effective medical equipment maintenance program are:
Designing, management, and implementation. The budget together with the phys-
ical and human resources required for the maintenance plan are the aspects thor-
oughly checked during the design of the program. During management and
implementation, the staff constantly ensures that the program runs smoothly and
actions for improvement are taken, when necessary. The exact application of the
maintenance plan is the key to ensure the optimal operation of the equipment.

3.3.2 Clinical Lab Performance and Equipment

Recent technological advances should be considered in clinical laboratories for
developing innovative process control techniques capable of providing decisions to
release or repeat test results, evaluate the quality of testing processes and fix,
replace or deactivate components of instruments with unsatisfactory or insufficient
performance. At the same time, the proposed control procedures should ensure the
optimization of the cost-effective operation of the system, the minimization of false
results, and the maximization of the analytical run [28].

A malfunction of any laboratory equipment will lead to the release of erroneous
results unless detected on time. Any erroneous clinical result may have adverse
consequences on patient’s life. Undoubtedly with the use of statistical quality
control, all erroneous analysis results will be identified and rejected. In the pre-
ceding sections, we presented common statistical methods available to the manager
of a clinical diagnostic laboratory, for timely detecting an incorrect value/result,
verifying the failure, and determining its origin.

Standard equipment of a modern diagnostic clinical laboratory is automated
diagnostic analyzers. A critical factor that contributes towards the maximization of
any laboratory’s performance is the operation of analyzers to stay within the per-
formance specifications with the maintenance plan performed as defined by the
manufacturer.
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4 Applications

4.1 Introduction

Representative equipment of a modern diagnostic clinical laboratory includes
automated diagnostic analyzers usually divided into three categories, immunolog-
ical, biochemical, and hematological. These three types of analyzers perform most
of the analyses in any clinical laboratory.

In this work, we will focus on a comparative study of reliability and main-
tainability of an automated immunological analyzer and an automated hemato-
logical analyzer. The system of analyzers studied in this work, are installed and
operated in a large public hospital in Thessaloniki, Greece.

Immunological analysts are on constant operation disabled only in fault condi-
tion or at scheduled maintenance and are used for a wide range of tests. On the
average, they operate for 18 h a day in basic routine laboratory operation while they
are standby for the remaining six hours of the day. Their cleaning is done by the
operator once daily (or more if necessary) and takes about 30 min.

Hematological analyzers are used for general blood tests 14 h a day, in the
standard laboratory routine as well as in emergencies, while during the remaining
10 h are in state of purification and self-preservation and are disabled. They remain
inoperative and disabled when experiencing a damage or during maintenance.

Immunological Analyzers
The automated immunological analyzers are medium-sized diagnostic devices used
for the determination of concentrations of various residues present in human body
fluids. They have the ability to analyze up to 100 samples per hour and consist of
seven key subsystems:

1. Turntable Subsystem: Manages samples and reagents for examinations
2. Basic pipette Subsystem: chooses and splits the sample for analysis
3. Analysis Subsystem: Stir, dilutes, mixes, and incubates the sample
4. Fluid Subsystem
5. Electronic Subsystem
6. UPS Subsystem—uninterruptable power supply unit
7. Peripherals Subsystem.

If a subsystem fails, then the analyzer is considered inoperative so that the
system is as if it is being connected in series.

Hematology Analyzers
Hematology analyzers are high-class top-bench analysts, enabled to analyze up to
600 samples per hour and provide a complete blood count of 26 parameters. Like
the immunological analyzer, it is considered as a system connected in series and
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consists of five key subsystems, the failure of any one of which results in failure of
the analyzer/system. The five subsystems are

1. Reagent Subsystem: distribution and control circuit of reagents
2. Power Subsystem: Provides the power supply into the system
3. Dilution Subsystem: for the treatment of the test sample
4. Analysis Subsystem: for processing the data from the diluent
5. Workstation and peripheral devices Subsystem (computer, printer, etc.).

The analyzers under investigation are in a general hospital that keeps a record of
failures and scheduled maintenance for each analyzer. Analysts store data and
provide statistics of the daily quality control applied by each laboratory. Each
analyst calculates quality control data and presents the operator with an error
message when a control rule has been violated. The data for the immunological
analyzer cover the period 2009–2016 while for the hematology analyzer the period
2005–2016. The available data include eight variables of interest

1. “Operating Time”: “Repair” or “Maintenance”
2. “Quality Control”: YES or NO if a warning message is displayed or not
3. “Subsystem” which was repaired
4. “Transition Time” for the technician to arrive
5. “Time to Repair—TTR” time to repair or maintenance
6. “Operating Hours” from installation to the moment of failure
7. “Time to Failure—TTF” operating time without failure or time to failure
8. “Inoperation Time” = TTR + Transition time.

4.2 Reliability of Immunological Analyzer

The basic statistical characteristics of TTF (in hours) of the analyzer are given in
Table 1.

ThemeanTTF is reported to be equal to 888.8 hwith a standard deviation of 92.7 h.
Note also that as expected, the data do not follow the normal distribution and they
exhibit a right skewness of 0.81. The high value of the coefficient of variation (82.17) is
an indication of non-homogeneity. The Pareto Chart is displayed in Fig. 6 and clearly

Table 1 Basic statistics for TTF—immunological analyzer

N Mean SE
mean

St
dev

Coef-var Min Q1 Median Q3 Max

62 888.8 92.7 730.3 82.17 24 282 804 1344 3024
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shows that the largest number of failures occurs at the “analysis” subsystem which
accounts for 37.5 % of the analyzer failures followed by the “electronic” and “pe-
ripherals” subsystems with 18.8 and 16.7 % of the failures, respectively.

For the distributional analysis of TTF we implement the well-known pp plot
(probability plot) and compare the most popular models of lifetime, namely the
Weibull, the lognormal, the exponential and the loglogistic distribution. The
analysis shows (see Fig. 7) satisfactory results indicating a good fit for all four
models.

Indeed, according to the Anderson–Darling(AD) test the best fit to the data is
provided by the Weibull distribution (AD statistic = 4.497) which is slightly better
that the exponential distribution (4.607). The other two models stay close behind.
Thus, we decide to apply to all candidate models the model selection (information)
criteria AIC (Akaike Information Criterion) and BIC (Bayesian Information
Criterion) that take into consideration not only the log-likelihood but also the
complexity of the model

AIC ¼ �2 ½log ðLikelihoodÞ� þ 2A

BIC ¼ �2 ½log ðLikelihoodÞ� þ ln ðNÞA

where A is the number of parameters of the distribution and N the number of
observations. The model chosen is the one for which the value of the criterion is
minimized [17]. The results for the best two models are presented in Table 2.

Although according to both criteria the exponential appears to be slightly
preferable one should observe that the two distributions are very close and difficult
to separate. Indeed the scale parameter of the Weibull distribution is almost equal to
1 (b = 1.13) indicating that the failure (or hazard) rate is almost constant which is a
characteristic associated with the exponential distribution (with scale parameter

# OF FAILURES 18 9 8 5 3 3 2
Percent 37,5 18,8 16,7 10,4 6,3 6,3 4,2
Cum % 37,5 56,3 72,9 83,3 89,6 95,8 100,0
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equal to 1). Considering the fact that the analyst was installed in 2005, it was in
operation about four years till the beginning of the 11-year-period of this study.
Based on the standard bathtub-shaped curve of hazard we expect the failure rate to
be growing. The main issue that needs special attention is the constant rate of
failures associated with the exponential distribution. In order for it to be accepted,
one must assume that there is no aging process for immunological analyzers.
Although regular maintenance is used to prevent failures and consequently result in
delaying the aging process, it is not feasible to entirely eliminate it. Therefore, it is
logical to assume that the failure rate is even slightly, growing with time which is in
accordance with the logic of the process of natural aging. Based on the above, we
come to accept that the scale parameter is not equal to 1 (exponential) but equal to
1.13344 thereby finally selecting the Weibull distribution as more appropriate for
describing the TTF of the immunological analyzer.

The above model selection decision is further enforced by the fact that the
reliability function R(t) of the Weibull distribution is clearly higher than that of the
exponential distribution for any time t (Table 3).
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Table 2 Model selection for TTF—immunological analyzer

Distribution Parameters Log-likelihood AIC BIC

Weibull b = 1.13 and k = 1164 −385.6702 775.34 779.59

Exponential b = 1.00 and k = 1148 −386.1971 774.394 776.521
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Closing the analysis of the immunological analyzer, we note that an important
aspect of reliability is the availability A(t). Table 4 shows the operating times,
inoperating times both in hours and the availability A(t) per year.

We observe a slow downward trend in availability of the immunological ana-
lyzer with time which is considered natural and may be attributed to the aging
process.

4.3 Reliability of Hematology Analyzer

The main statistical details of TTF (in hours) of the hematology analyzer are shown
in Table 5.

Observe that the mean TTF is 501.9 h with a standard deviation of 36.9 h. Note
also that as expected, the data do not follow the normal distribution and exhibit a
right skewness of 1.88.

Figure 8 provides the Pareto Chart for the number of failures per subsystem of
the hematology analyzer. It becomes clear that the “Operating dilution” subsystem
is responsible for the largest number of failures accounting for 66 % of the ana-
lyzer’s total number of failures, followed by the “Electronic Dilution” and “Power”
subsystems with only 11.3 and 8.8 % of failures respectively.

Table 3 Reliability function of the immunological analyzer

Weibull parameters Exponential parameters t RðtÞ Weibull RðtÞ Exponential
b = 1.13344 b = 1 100 0.939982 0.916578

200 0.873031 0.840115

k = 1164.38 k = 1148 300 0.806542 0.770031

500 0.681399 0.646915

Table 4 Availability of immunological analyzer

Year Operating time # of failures/maintenances Inoperation time A(t)

2010 6524.84 9 45.16 0.993126332

2011 6545.34 8 24.66 0.996246575

2012 6532.67 10 37.33 0.994318113

2013 6532.67 8 37.33 0.994318113

2014 6536.67 7 33.33 0.994926941

2015 6505.83 13 64.17 0.990232877

Table 5 Basic statistics for TTF—hematology analyzer

N Mean SE
mean

St
dev

Coef-var Min Q1 Median Q3 Max

193 501.9 36.9 512.2 102.06 24 144 336 696 2712
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According to the Anderson–Darling test, all four models considered for
describing TTF (see Fig. 9) provide good fits. The best fit to the data is provided by
the loglogistic distribution (AD statistic = 2.114) followed by Weibull (2.219),
Lognormal (2.255), and Exponential (2.319). The analysis will be concluded by

# OF FAILURES 105 18 14 9 8 5
Percent 66,0 11,3 8,8 5,7 5,0 3,1
Cum % 66,0 77,4 86,2 91,8 96,9 100,0
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implementing for all candidate models the model selection criteria AIC and BIC
that take into consideration both the log-likelihood and the model’s complexity,
represented by the number A of parameters involved in the model (Table 6).

We observe that the criteria do not come to the same conclusion. So, the log-
normal is selected according to AIC and the exponential according to BIC. It is noted
here that the AIC has theoretically the tendency to choose more complex models
than the actual (as for example is the lognormal as opposed to the simpler expo-
nential) due to the property of overestimation [21]. For comparative purposes the
reliability of the system for 100, 200, 300, and 500 h of operation is provided in
Table 7 under the assumption of the exponential and the lognormal distributions.

Although for more than 500 h the lognormal distribution is slightly superior, as
the hours of operation decrease the exponential distribution gives higher values of
reliability. Taking into consideration the fact that the difference between the two
distributions is not statistically significant, we conclude that either distribution is
acceptable. Note though that if the decision will be relied on purely statistical
criteria (like the log-likelihood, the selection criteria, or statistical tests like
Anderson–Darling) one will most likely, choose the lognormal distribution. On the
other hand, if a decision is based mostly on technical characteristics like the reli-
ability function, then the best choice appears to be the Exponential distribution.

The section ends with the availability of the analyzer (Table 8).

4.4 Maintainability

Having available the times TTR for maintenance and repair, we proceed in this
section to investigate the maintainability of the analyzers examined. For the
immunological analyzer in the period of 77 months of operation we observed 62

Table 6 Model selection for TTF—hematology analyzer

Distribution Log-likelihood A AIC BIC

Lognormal −1176.954 2 2357.91 2364.43338

Exponential −1178.533 1 2359.07 2362.32869

Loglogistic −1178.420 2 2360.84 2367.36538

Weibull −1178.468 2 2360.94 2367.46138

Table 7 Reliability function of the hematology analyzer

Lognormal
parameters

Exponential
parameters

t RðtÞ
exponential

RðtÞ
lognormal

a = 5.90694 k = 609.208 100 0.848617 0.833818

200 0.720150 0.691139b = 0.713859

300 0.611132 0.588614

500 0.440107 0.451211
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events, 14 of which refer to scheduled maintenance. The corresponding values of
the hematology analyzer are 193 events with 34 scheduled maintenances. The
standard statistical characteristics are given in Table 9.

For both analyzers according to the Anderson–Darling (AD) test the two dis-
tributions that clearly differ from the others are the lognormal and the loglogistic
with the lognormal being slightly superior (see Figs. 10 and 11). It is evident that
both the Weibull and the exponential do not provide good fits. Thus, we choose for
both analyzers the lognormal distribution for maintainability.

Table 10 provides the percentiles of the lognormal distribution for the immuno-
logical analyser. According to the table with 95 % confidence, 20 % of failures of the
analyser will be resolved in at least 1.10457 h and at most 1.63876 h since the
technician has started working on the problem. Note also that 40 % of failures will be
repaired on the average, in 2 h (2.00828) (see bold values in Table 10).

Taking into consideration the reliability function R(t) we observe (see bold values
in Table 11) that approximately 10 % (100–89.9259 %) of the repairs of the
immunological analyzer will be completed within one (1.0) hour while almost 40 %
(100–60.2344 %) will be completed within two (2.0) hours. Note that the corre-
sponding proportions for the hematology analyzer (results not shown) are signifi-
cantly larger (approx. 20 % in one hour and approx. 60 % in 2 h). This is expected if
one recalls the lowTTRmean value (Table 9) but it is also confirmed by the estimated
parameters of the lognormal distribution. Indeed, for the case of the hematology
analyzer the location parameter is significantly smaller (0.50) than the corresponding

Table 8 Availability of hematology analyzer

Year Operating time # of failures/maintenances Inoperation time A(t)

2005 4374.984 13 63.016 0.985800811

2006 4387.84 22 50.16 0.988697612

2007 4361 22 77 0.982649842

2008 4291.02 25 146.98 0.966881478

2009 4409.484 25 68.516 0.993574583

2010 4398.65 15 39.35 0.991133393

2011 4403.17 11 34.83 0.99215187

2012 4395.75 14 42.25 0.990479946

2013 4410,55 10 27.45 0.993814781

2014 4383.67 20 54.33 0.987757999

2015 4411.74 12 26.26 0.99408292

Table 9 Basic statistics for TTR—both analyzers

N Mean SE
Mean

St
dev

Coef-var Min Q1 Median Q3 Max

62 2.989 0.270 2.125 71.09 0.5 1.5 2.5 4 12

193 2.024 0.105 1.457 71.99 0.333 1.0 1.5 2.5 12
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parameter for the immunological analyser (0.87) resulting in faster repair times. Note
that we have not observed significant differences between the scale parameters of the
two lognormal distributions (0.63-hematological vs. 0.68—immunological).
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5 Discussion and Concluding Remarks

In this chapter, we thoroughly discussed statistical quality control and reliability,
maintainability and availability of automated analyzers of clinical laboratories.
Some brief concluded remarks are stated below.

Immunological analyzers should be better maintained and more detailed tests
should be directed towards the “Analysis” and “Electronic” subsystems because our
analysis showed that most failures occur in these subsystems. Regarding hema-
tology analyzers, the technical staff should place extra emphasis on two subsystems
of most concern, namely the “Operating dilution” and the “Electronic dilution.”

Quite often, failures occur at specific components of a subsystem and almost
every time they require similar handling. Such cases, as expected, are treated more
than once by experienced technicians. This experience and expertise should be
transmitted to the younger members of the technical team so that the handling of the
most common and frequent failures could be treated both quickly and efficiently.
Keeping detailed logs of all failures (especially the most common ones) and the
specific actions taken will contribute significantly to the quick and efficient
maintenance.

The stock of spare parts has a significant effect on improving the maintainability
of a system. As it is well known, the cost of spare parts for medical devices is
usually very high. As a result to a great extent, the liquidity of a medical equipment
support company is directed towards the storage of at least some of the most
commonly needed spare parts. Knowing the subsystems with the most frequent

Table 10 Distribution
percentiles of TTR—
immunological analyzer

% Percentile Error Lower Upper

10 0.99713 0.116372 0.79325 1.25341

20 1.34541 0.135396 1.10457 1.63876
30 1.66981 0.154013 1.39366 2.00067

40 2.00828 0.176441 1.69060 2.38566

50 2.38642 0.206378 2.01435 2.82722

60 2.83576 0.249141 2.38719 3.36863

70 3.41059 0.314572 2.84655 4.08638

80 4.23293 0.425983 3.47520 5.15587

90 5.71139 0.666553 4.54361 7.17930

95 7.31444 0.970257 5.63987 9.48620

97 8.58926 1.23597 6.47843 11.3878

Table 11 Reliability in
terms of TTR of
immunological analyzer with
95 % CI

Time Probability Lower Upper

0.5 0.989141 0.965677 0.997195

1.0 0.899259 0.826883 0.946601

2.0 0.602344 0.502533 0.695845

5.0 0.138695 0.080747 0.219957
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faults, one can easily arrange the management of stocks of spare parts. It is obvious
that if the necessary parts are readily available, then not only the overall cost but
also the time to repair (TTR) will be reduced.

We should finally be aware of the fact that in at least some instances the operator
himself is responsible for some of the failures. The specified maintenance tasks
should be fully performed according to the specifications of the manufacturer. For
this purpose, the personnel should undergo thorough service training so that both
operation and maintenance will be properly and timely performed.

All the above actions will contribute towards the increase of the laboratory’s
efficiency, since in order to ensure the quality of the analyzers, the equipment is
required to respond to as high as possible levels of reliability and availability.
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Carburettor Performance Under Copula
Repair Strategy

Nupur Goyal, Ajay Kaushik and Mangey Ram

Abstract This paper proposes an efficient study about the performance of the
carburettor system for the analysis of the reliability characteristics subjected to the
Gumbel–Hougaard family of copula with the required repairs facility. The problem
has been solved by constructing the state transition model of the carburettor,
considering together the supplementary variable technique and Markov process. In
this research work, the authors tried to predict the various reliability indices to
investigate the performance of the carburettor system with the deliberation of dif-
ferent types of failures occur in it. The performance of carburettor directly depends
upon the working of some of its components. Furthermore, the sensitivity of the
carburettor system has also been investigated for each reliability characteristic in
context of their input parameters, which is very helpful and necessary for attaining a
highly reliable carburettor system. At the end of the study, some numerical
examples and their graphical representation have also been taken to highlight the
practical utility of the model.

Keywords Automobile � Carburettor � Performance � Maintainability and cost
analysis

N. Goyal � M. Ram (&)
Department of Mathematics, Graphic Era University, Dehradun 248002, Uttarakhand, India
e-mail: drmrswami@yahoo.com

N. Goyal
e-mail: nupurgoyalgeu@gmail.com

A. Kaushik
Department of Mechanical Engineering, Graphic Era University, Dehradun 248002,
Uttarakhand, India
e-mail: ajaykaushik0394@yahoo.in

© Springer International Publishing AG 2017
M. Ram and J.P. Davim (eds.), Advances in Reliability and System Engineering,
Management and Industrial Engineering, DOI 10.1007/978-3-319-48875-2_9

213



www.manaraa.com

1 Introduction

In order to advance technology and growing complexity of engineering systems,
and insistence on the system quality and performance, the reliability and main-
tainability have progressive importance in automobile engineering. Carburettor is
an important part or subsystem within the numerous automobile applications. In
daily life, there is a great requirement for a highly reliable carburettor. Nowadays,
Carburettor is mostly used in motorcycles and some other related systems. In fact
during mid to late 1990s, the use of carburettors ends in the new cars, but the
carburettors are still used in motorcycles. Carburettor has a small place in engine
and is used in some special vehicles, for example, vehicles that are used to build
stock car racing, and also found in small equipment engines such as lawnmowers
[1–3]. All new cars are equipped with fuel injection system instead of carburettor.
Fuel injection systems are used widely, but most are operated electronically. While
a carburettor system has no electronic part, so does not need an electricity supply.
Therefore, it is easier to service and economically beneficial as compared to fuel
injector [4].

Carburettor is also used in an internal combustion engine such as the type of an
automobile. The aim or goal of the carburettor is to mix the fuel with air in an
accurate proportion to fulfil the demands of engine during all phases of operation so
that engine runs properly. If greater fuel is mixed with air, then the engine “runs
rich” and either will not run (it floods), runs very smoky, runs poor fuel economy
and if less fuel is mixed with the air, the engine “runs lean” and either will not run
or potentially damages the engine. The working of carburettor depends upon the
functioning of its components such as filter, choke, float chamber, throttle and
accelerator pump [5, 6].

Today, in the competitive automobile world, the reliability and maintenance of
the carburettor are the key factors of the carburettor’s performance which faces
many significant challenges. Reliability characteristics play an important role in
measuring the performance of the carburettor. The reliability of the carburettor can
be defined as the probability of the carburettor to work without failure for a
specified time interval in the particular environment [7, 8].

In this novel research work, the designed Markov model of the carburettor
estimates the reliability indices (such as availability, reliability MTTF) based on its
failures and repairs [9]. Failures are the unavoidable phenomena of repairable
carburettor for the practical use. The data for mathematical analysis of reliability
measures are considered on the bases of previous research on the carburettor.
Maintenance or repairs of the carburettor system increases the cost of engines and
decrease the profit. Cost is also an important aspect of the use of carburettor in the
automobile sector. In order to reduce the cost of carburettor system, it is necessary
to increase the overall efficiency and reliability of the subsystems of carburettor
system [10].

The present paper is organized in various sections as follows: Sect. 2 describes
the literature review of this research, Sect. 3 gives the details of mathematical
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model, including the notations associated with the model, assumptions and
descriptions of the model, and also describes the formulation and solution to the
proposed model. Section 4 covers the numerical computation of reliability mea-
sures and their particular cases, Sect. 5 analysed the discussion results of the
designed model and Sect. 6 presents the conclusions of the proposed analysis.
Supported works are enclosed at the end of the work as reference section.

2 Literature Review

In automobile sector, the performance evaluation of a carburettor system in terms of
reliability measure has not been extensively considered in the literature, while the
reliability theory has been studied comprehensively. A brief review of appropriate
literature would give the comprehensive information to the researchers about var-
ious applications of reliability and carburettor system. Ajav et al. [11] studied the
performance of the carburettor, but only in the context of fuel. They discussed the
effect of diesel and vaporized ethanol on the performance of carburettor and make
some modification using dual fuelling in carburettor. They concluded that the
vaporized ethanol degraded diesel fuel consumption, lowered exhausted tempera-
ture and lubricating oil temperatures, but increased total fuel delivery, power out-
put, thermal efficiency and exhaust emissions. Air-to-fuel ratio and homogeneity
much affect the carburettor’s performance. Klimstra [12] discussed the performance
of four carburettors, each of these based on different principles. Author found that
an integrated system and an even initial distribution of fuel over the air stream are
required for proper ratio of air-to-fuel ratio and homogeneity. Ma et al. [13] studied
the performance of the petrol engine and developed the mathematical simulation
and proposed model illustrated the effects of variation in moment of inertia and
ignition advance.

As the above researchers have analysed the performance of carburettor or any
other automobile system, authors does not get any deeper idea about the complete
functioning of the system. A lot of failures can exist in the carburettor system and
affect the overall performance of the system and consequently the behaviour of its
parts or components. Many researchers have found the complete performance of
other systems through reliability measures. El-Sebakhy [14] studied the complete
performance of functional network to analyse the software reliability and presented
some application and algorithms to demonstrate the functional network. After the
comparison with other techniques such as neural network, the author found that it is
more reliable, stable and accurate. Ahmad Niknam and Sawhney [15] and Narahari
and Viswanadham [16] analysed the reliability of multistate manufacturing system
at various performance stages to develop a new approach for examining the pro-
duction systems under the consideration of partial failure as well as complete
failure. Some other researchers, including Levitin et al. [17], Mo et al. [18] and
Chao et al. [19] analysed the reliability of k-out-of-n systems by introducing various
algorithms and redundancy techniques.

Carburettor Performance Under Copula Repair Strategy 215



www.manaraa.com

3 Mathematical Model Details

3.1 Notations

The notations associated with the model are shown in Table 1.

3.2 Assumptions

In the proposed model, the following assumptions have been used:

• Initially, the system is working failure free.
• With different transition, the system covers three states, namely, good, degraded

and failed.
• Only one change is allowed at a time in the transition states.
• The system has three types of failures, namely equipment failure, waiting time to

repair and common cause failure [20, 21].
• The sufficient repair facility is available to repair the failed components and

maintain the carburettor.
• When the failed component is repaired, network is as good as a new network.

Table 1 Notations

Symbols Description

t/s Time scale/Laplace transform variable
�PðsÞ Laplace transformation of PðtÞ
kF/kFC/kAP/kT/
kC/kCC

Failure rates for filter/float chamber/accelerator
pump/throttle/choke/common cause

wj Waiting time to repair

P0ðtÞ The probability of the state S0
PiðtÞ The probability of the state Si at time t when i = 1, 2, 3, 4

Pjðy; tÞ The probability density function of the state Sj when j = 5, 6, 7, 8

lðyÞ Repair rates for all the states except S2 and S3.

u1 ¼ ex,
u2 ¼ /ðxÞ

The joint probability (failed states S2, S3 to normal state S0) according to

Gumbel–Hougaard family copula is given as exp½xh þflog/ðxÞgh�1h
PupðtÞ Up-state system probability at time t or availability of the system

Rl(t) The reliability of the system at time t

K1/K2 Revenue/service cost per unit time
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3.3 System Description

Carburettor, a most important part of the engine contains subparts such as float
chamber, throttle, choke, filter and accelerator pump. In this model, three types of
failure namely equipment failure, common cause failure, and waiting time to repair
have been considered. On the bases of these three types of failures, the system covers
three types of states, such as good, partially failed or degraded and completely failed,
and contains total nine possible states. Partially or degraded state means system can
work with less efficiency. Due to the failure of choke, filter, float chamber and
accelerator pump, carburettor works partially that means it goes to the degraded state.
If immediate repair is not provided to carburettor after the failure of filter and float
chamber, the carburettor system will fail. The carburettor system goes to complete
failed state after the failure of throttle and due to common cause failure also. The two
different distributions that is to say general and exponential for the repairing are
deliberated for the partially failed carburettor system due to filter and float chamber
[22, 23]. For incorporation of this facility, the Gumbel–Hougaard family of copula
technique has been used [24–26]. The configuration diagram and modelled state
transition diagram of carburettor system are shown in Figs. 1 and 2, respectively, and
state description of the designed carburettor system is described in Table 2.

Filter

Choke

Float 
Chamber

Throttle

Air

Fuel

Fig. 1 Configuration
diagram of carburettor
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3.4 Formulation of the Model

By the probability consideration and continuity arguments, the following set of
intro-differential equations possesses to the present model:

S0S1

S2

S3

S4

S5 S6

S8S7

μμ

μ
μ

μ

μ

ex

ex
φ

φ

λF

λFCλC

λCC

λCC

λCC

λCC

wj

λAλT

wj

λCC

Fig. 2 State transition
diagram

Table 2 State description

State Description

S0 Good working condition of the carburettor

S1 The carburettor system is in the degraded state due to failure of the choke

S2 The carburettor system goes to the degraded state due to filter failure

S3 The carburettor system is in the degraded state due to failure of float chamber

S4 The carburettor system is in the degraded state due to the failure of accelerator pump

S5 The carburettor system is in the complete failed state due to the waiting in repair of
filter

S6 The carburettor system is in the complete failed state due to the waiting in repair of
float chamber

S7 State of the carburettor system when it is completely failed due to throttle

S8 State of the carburettor system when it is completely failed due to any common cause
failure
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@

@t
þ kF þ kFC þ kC þ kAP þ kT þ kCC

� �
P0ðtÞ

¼
X3
i¼2

exp xh þflog/ðxÞgh
h i1

h
PiðtÞ

þ
X
j¼1;4

lðyÞPjðtÞþ
Z1
0

lðyÞ
X8
k¼5

Pkðy; tÞdy

ð1Þ

@

@t
þ kCC þ lðyÞ

� �
PjðtÞ ¼ aP0ðtÞ; j ¼ 1; 4; a ¼ kC; kAP ð2Þ

@

@t
þwj þ kCC þ exp xh þflog/ðxÞgh

h i1
h

� �
PiðtÞ ¼ bP0ðtÞ;

i ¼ 2; 3; b ¼ kF; kFC

ð3Þ

@

@t
þ @

@y
þ lðyÞ

� �
Pkðy; tÞ ¼ 0; k ¼ 5; 6; 7; 8 ð4Þ

Boundary conditions

Pkð0; tÞ ¼ aPiðtÞ; k ¼ 5; 6; 7; i ¼ 2; 3; 0; a ¼ wj;wj; kT ð5Þ

P8ð0; tÞ ¼ kCC
X4
i¼0

PiðtÞ ð6Þ

Initial condition

Pið0Þ ¼ 1 i ¼ 0
0 i� 1

�
ð7Þ

3.5 Solution of the Model

Taking the Laplace transformation of Eqs. (1–6), using the given initial condition
in (7)

Carburettor Performance Under Copula Repair Strategy 219



www.manaraa.com

sþ kF þ kFC þ kC þ kAP þ kT þ kCC½ �P0ðsÞ ¼ 1þ
X3
i¼2

exp xh þflog/ðxÞgh
h i1

h
PiðsÞ

þ
X
j¼1;4

lðyÞPjðsÞþ
Z1
0

lðyÞ
X8
k¼5

Pkðy; sÞdy

ð8Þ

sþ kCC þ lðyÞ½ �PjðsÞ ¼ aP0ðsÞ; j ¼ 1; 4; a ¼ kC; kAP ð9Þ

sþwj þ kCC þ exp xh þflog/ðxÞgh
h i1

h

� �
PiðsÞ ¼ bP0ðsÞ; i ¼ 2; 3; b ¼ kF; kFC

ð10Þ

sþ @

@y
þ lðyÞ

� �
Pkðy; sÞ ¼ 0; k ¼ 5; 6; 7; 8 ð11Þ

Boundary conditions

Pkð0; sÞ ¼ aPiðsÞ; k ¼ 5; 6; 7; i ¼ 2; 3; 0; a ¼ wj;wj; kT ð12Þ

P8ð0; sÞ ¼ kCC
X4
i¼0

PiðsÞ ð13Þ

After solving Eqs. (8–13), we get the state transition probabilities as

P0ðsÞ ¼ 1

ðsþAÞ �
exp xh þflog/ðxÞgh

h i1
hðkF þ kFCÞ

sþwj þ kCC þ exp xh þflog/ðxÞgh
h i1

h

� lðyÞðkC þ kAPÞ
sþ kCC þ lðyÞ � K � SlðsÞ

ð14Þ

PiðsÞ ¼ a
sþ kCC þ lðyÞP0ðsÞ; i ¼ 1; 4; a ¼ kC; kAP ð15Þ

PjðsÞ ¼ 1
b

sþwj þ kCC þ exp xh þflog/ðxÞgh
h i1

h

P0ðsÞ;

j ¼ 2; 3; 5; 6; b ¼ kF; kFC;wjkF;wjkFC; 1 ¼ 1; 1; 1�SlðsÞ
s

� �
;

1�SlðsÞ
s

� � ð16Þ

P7ðsÞ ¼ 1� SlðsÞ
s

� �
kTP0ðsÞ ð17Þ
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P8ðsÞ ¼ 1� SlðsÞ
s

� �
kCC

1þ kF þ kFC

sþwj þ kCC þ exp xh þflog/ðxÞgh
h i1

h

þ kC þ kAP
sþ kCC þ lðyÞ

2
64

3
75P0ðsÞ ð18Þ

where

A ¼ kF þ kFC þ kC þ kAP þ kT þ kCC

K ¼ kT þ kCC þ kF þ kFC

sþwj þ kCC þ exp xh þflog/ðxÞgh
h i1

h

ðwj þ kCCÞ

þ kC þ kAP
sþ kCC þ lðyÞ ðkCCÞ

The Laplace transformation of probability of upstate and downstate systems is
given as

PupðsÞ ¼ 1þ kF þ kFC

sþwj þ kCC þ exp xh þflog/ðxÞgh
h i1

h

þ kC þ kAP
sþ kCC þ lðyÞ

2
64

3
75P0ðsÞ

ð19Þ

PdownðsÞ ¼ 1� SlðsÞ
s

� �
kT þ kCC þ kF þ kFC

sþwj þ kCC þ exp xh þflog/ðxÞgh
h i1

h

8><
>:
ðwj þ kCCÞþ kC þ kAP

sþ kCC þ lðyÞ ðkCCÞ
	
P0ðsÞ

ð20Þ

4 Particular Cases and Numerical Computations
of Reliability Measures

4.1 Availability Analysis of the Carburettor

Availability of the designed carburettor system is the probability that performing its
required function in a specified time period when operated and maintained in a
prescribed discipline. Availability very much depends upon the both, its reliability
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and maintainability. So, to discuss the availability of the carburettor system, it is
necessary to take attention on its failure and repair rates [27]. Availability of the
carburettor system can be analysed by taking the inverse Laplace transformation of
Eq. (19).

4.1.1 Comprehensive Case of Carburettor

When the carburettor system works properly, setting the value of input parameters
as kF ¼ 0:25, kC ¼ 0:09, kAP ¼ 0:15, kFC ¼ 0:065, kT ¼ 0:045, kCC ¼ 0:3, wj ¼
0:1 and repair rates as lðyÞ ¼ 1, x = 1, h ¼ 1 in availability, then the availability of
the carburettor in terms of time t is

PupðtÞ ¼ 0:07486506302eð�1:553990933 tÞ � 0:0027407269eð�3:464289066 tÞ

þ 0:1831961854eð�1:3 tÞ þ 0:7446794784
ð20aÞ

4.1.2 Availability of the Carburettor Without Waiting Time to Repair

When the carburettor system is not failed due to waiting time in repair, the avail-
ability of the carburettor system can be obtained, by taking the value of failure rates
as kF ¼ 0:25, kC ¼ 0:09, kAP ¼ 0:15, kFC ¼ 0:065, kT ¼ 0:045, kCC ¼ 0:3, wj ¼ 0
and repair rates as lðyÞ ¼ 1, x = 1, h ¼ 1 as in terms of time

PupðtÞ ¼ 0:05355001005eð�1:535075208 tÞ þ 0:00300458555eð�3:383204792 tÞ

þ 0:1943319838eð�1:3 tÞ þ 0:7491134206
ð20bÞ

4.1.3 Availability of the Carburettor Without Common Cause Failure

Consider that the carburettor system is working perfectly without common cause
failure. To determine the availability of carburettor, setting the failure rates as
kF ¼ 0:25, kC ¼ 0:09, kAP ¼ 0:15, kFC ¼ 0:065, kT ¼ 0:045, kCC ¼ 0, wj ¼ 0:1
and repair rates as lðyÞ ¼ 1, x = 1, h ¼ 1 then availability of the carburettor system
is

PupðtÞ ¼ 0:9601000486þð0:0398999513 coshð0:9551490666 tÞ
þ 0:04517051844 sinhð0:9551490666 tÞÞeð�2:20914 tÞ ð20cÞ

Varying time unit t in Eq. (20a–c), the availability of the carburettor system is
obtained as in Table 3 and graphically shown in Fig. 3.

222 N. Goyal et al.



www.manaraa.com

4.2 Reliability of the Carburettor

System reliability is one of the essential quality characteristics which contract with
the behaviour of each apparatus of the system. Reliability represents the probability

Table 3 Availability of the carburettor system

Time (t) Availability of the carburettor system Pup(t)

Comprehensive stage No waiting time to repair No common cause failure

0 1.00000 1.00000 1.00000

1 0.81035 0.81371 0.97213

2 0.76163 0.76604 0.96356

3 0.74909 0.75358 0.96109

4 0.74584 0.75030 0.96038

5 0.74499 0.74943 0.96018

6 0.74476 0.74920 0.96012

7 0.74470 0.74914 0.96011

8 0.74468 0.74912 0.96010

9 0.74468 0.74911 0.96010

10 0.74468 0.74911 0.96010

11 0.74468 0.74911 0.96010

12 0.74468 0.74911 0.96010

13 0.74468 0.74911 0.96010

14 0.74468 0.74911 0.96010

15 0.74468 0.74911 0.96010

0 2 4 6 8 10 12 14 16
0.70

0.75

0.80

0.85

0.90

0.95

1.00

w
j
= 0

CC
= 0

comprehensive stageA
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y 
P u

p
( t

)

Time (t)

λ

Fig. 3 Availability with respect to time
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of non-failure components, subsystems and system to perform their required
functions for a precise time period in specified environmental condition. Reliability
does not account for any repair actions that may take place [28]. So, to determine
the reliability of the designed carburettor system consider the repair rate zero in
Eq. (19) and take the inverse Laplace transformation.

4.2.1 Reliability of Carburettor System in Comprehensive Stage

When the carburettor system works properly, setting the value of input parameters
as kF ¼ 0:25, kC ¼ 0:09, kAP ¼ 0:15, kFC ¼ 0:065, kT ¼ 0:045, kCC ¼ 0:3, wj ¼
0:1 in reliability function, then the reliability of the carburettor in terms of time t is

RlðtÞ ¼ 0:63eð�0:4 tÞ þ 0:4eð�0:3 tÞ � 0:03eð�0:9 tÞ ð21aÞ

4.2.2 Reliability of the Carburettor System with Immediately Repair
Facility

When the carburettor system is not failed due to waiting time in repair, the relia-
bility of the carburettor system can be obtained, by taking the value of failure rates
as kF ¼ 0:25, kC ¼ 0:09, kAP ¼ 0:15, kFC ¼ 0:065, kT ¼ 0:045, kCC ¼ 0:3, wj ¼ 0
as in terms of time

RlðtÞ ¼ eð�0:6 tÞðcoshð0:3 tÞþ 0:85 sinhð0:3 tÞÞ ð21bÞ

4.2.3 Reliability of the Carburettor Without Common Cause Failure

Contemplate that there is no common cause failure in the carburettor system when it
is working. To determine the reliability of the carburettor, setting the failure rates as
kF ¼ 0:25, kC ¼ 0:09, kAP ¼ 0:15, kFC ¼ 0:065, kT ¼ 0:045, kCC ¼ 0, wj ¼ 0:1 in
reliability function, then one can calculate the reliability of the carburettor system as

RlðtÞ ¼ 0:63eð�0:1 tÞ þ 0:4� 0:03eð�0:6 tÞ ð21cÞ

Varying time unit t in Eq. (21a–c), the reliability of the carburettor system is
obtained as revealed in Table 4 and graphically represented in Fig. 4.
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Table 4 Reliability of the carburettor system

Time (t) Reliability of the carburettor system Rl(t)

Comprehensive stage No waiting time to repair No common cause failure

0 1.00000 1.00000 1.00000

1 0.70643 0.71575 0.95358

2 0.49764 0.52005 0.90676

3 0.35036 0.38112 0.86176

4 0.24685 0.28065 0.81958

5 0.17418 0.20723 0.78062

6 0.12314 0.15324 0.74493

7 0.08724 0.11341 0.71240

8 0.06194 0.08397 0.68283

9 0.04409 0.06219 0.65600

10 0.03145 0.04606 0.63169

11 0.02249 0.03412 0.60967

12 0.01611 0.02527 0.58973

13 0.01157 0.01872 0.57168

14 0.00833 0.01387 0.55535

15 0.00600 0.01027 0.54057
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0.0

0.2
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Fig. 4 Reliability with respect to time
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4.3 Mean Time to Failure (MTTF)

The MTTF is the predicted elapsed time between inherent failures of a system
during the operation. MTTF can be calculated as the average time between failures
of the system [29]. By considering the repair rate as zero and the limits of s tends to
zero in Eq. (19), one can evaluate the MTTF of the system as

MTTF ¼ lim
s!0

PupðsÞ

¼
1þ kF þ kFC

wj þ kCC
þ kC þ kAP

kCC

kF þ kC þ kAP þ kFC þ kT þ kCC

ð22Þ

4.3.1 MTTF of the Carburettor System in Comprehensive Stage

Varying the input parameters one by one at 0.1–0.9, respectively, and setting the
other failure rate as kF ¼ 0:25, kC ¼ 0:09, kAP ¼ 0:15, kFC ¼ 0:065, kT ¼ 0:045,
kCC ¼ 0:3, wj ¼ 0:1 in Eq. (22), one gets the variation in MTTF of the carburettor
system with respect to failure rates that signify in Table 5 and graphical repre-
sentation shown in Fig. 5.

4.3.2 MTTF of the Carburettor System with Immediate Repair
Facility

When the system is not failed due to waiting time in the repair, one can get the
variation in MTTF of the carburettor system with respect to failure rates by varying
the input parameters one by one at 0.1–0.9, respectively, and setting the other
failure rate as kF ¼ 0:25, kC ¼ 0:09, kAP ¼ 0:15, kFC ¼ 0:065, kT ¼ 0:045,

Table 5 MTTF as function of failure rates in comprehensive stage

Variation in kF, kC,
kAP, kFC, kT, kCC,
wj

MTTF with respect to failure rates

kF kC kAP kFC kT kCC wj

0.1 2.95000 2.88004 2.84804 2.86096 2.70942 7.10714 2.87500

0.2 2.89706 2.92492 2.89912 2.82609 2.45261 4.06250 2.70000

0.3 2.85526 2.96171 2.94048 2.79736 2.24026 2.87500 2.58333

0.4 2.82143 2.99242 2.97464 2.77328 2.06175 2.23000 2.50000

0.5 2.79348 3.01845 3.00333 2.75281 1.90959 1.82273 2.43750

0.6 2.77000 3.04078 3.02778 2.73519 1.77835 1.54166 2.38889

0.7 2.75000 3.06015 3.04885 2.71987 1.66399 1.33585 2.35000

0.8 2.73276 3.07712 3.06720 2.70642 1.56344 1.17857 2.31818

0.9 2.71774 3.09210 3.08333 2.69452 1.47436 1.05444 2.29167
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kCC ¼ 0:3, wj ¼ 0 in Eq. (22), that signify in Table 6 and graphical representation
shown in Fig. 6.

4.4 Expected Profit

Expected profit has a great importance to maintain system reliability. Let the service
facility be always available, the expected profit during the interval [0, t) is given as
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Fig. 5 MTTF with respect to variation in failure rates in comprehensive stage

Table 6 MTTF as function of failure rates with immediate repair

Variation in kF, kC,
kAP, kFC, kT, kCC

MTTF with respect to failure rates

kF kC kAP kFC kT kCC wj

0.1 3.13333 3.16850 3.15686 3.17290 2.98429 9.35714 3.16667

0.2 3.15686 3.18482 3.17544 3.18840 2.70142 4.71875 3.16667

0.3 3.17544 3.19820 3.19048 3.20117 2.46753 3.16667 3.16667

0.4 3.19048 3.20937 3.20290 3.21187 2.27092 2.38750 3.16667

0.5 3.20290 3.21883 3.21333 3.22097 2.10332 1.91818 3.16667

0.6 3.21333 3.22695 3.22222 3.22880 1.95876 1.60417 3.16667

0.7 3.22222 3.23399 3.22988 3.23561 1.83280 1.37912 3.16667

0.8 3.22988 3.24016 3.23656 3.24159 1.72205 1.20982 3.16667

0.9 3.23656 3.24561 3.24242 3.24688 1.62393 1.07778 3.16667
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EpðtÞ ¼ K1

Z t

0

PupðtÞdt � tK2 ð23Þ

Taking the inverse Laplace transform of Eq. (19) and using in (23), we get the
expected profit as mentioned in Sects. 4.4.1 and 4.4.2.

4.4.1 Expected Profit of the Carburettor System in Comprehensive
Stage

By setting the value of input parameters as kF ¼ 0:25, kC ¼ 0:09, kAP ¼ 0:15,
kFC ¼ 0:065, kT ¼ 0:045, kCC ¼ 0:3, wj ¼ 0:1, one can obtain the expected profit
of the carburettor system in comprehensive stage as

EpðtÞ ¼ K1 0:188305003� 0:4817599732eð�1:553990933 tÞ
n

þ 0:0007911368964eð�3:464289066 tÞ

�0:1409201426eð�1:3 tÞ þ 0:7446794784 t
o
� tK2

ð23aÞ

Setting K1 = 1 and K2 = 0.1, 0.3, 0.5, 0.7, 0.9, respectively, one can get
expected profit for designed system as shown in Table 7 and graphically demon-
strated in Fig. 7.
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Table 7 Expected profit as function of time in comprehensive case

Time (t) Expected profit Ep(t)

K2 = 0.1 K2 = 0.3 K2 = 0.5 K2 = 0.7 K2 = 0.9

0 0.00000 0.00000 0.00000 0.00000 0.00000

1 0.78442 0.58442 0.38442 0.18442 −0.01558

2 1.46504 1.06504 0.66504 0.26504 −0.13495

3 2.11903 1.51903 0.91903 0.31903 −0.28096

4 2.76615 1.96615 1.16615 0.36615 −0.43385

5 3.41147 2.41147 1.41147 0.41147 −0.58853

6 4.05632 2.85632 1.65632 0.45632 −0.74368

7 4.70104 3.30104 1.90104 0.50104 −0.89895

8 5.34574 3.74574 2.14574 0.54574 −1.05426

9 5.99042 4.19042 2.39042 0.59042 −1.20958

10 6.63510 4.63510 2.63510 0.63510 −1.36490

11 7.27978 5.07978 2.87978 0.67978 −1.52022

12 7.92446 5.52446 3.12446 0.72446 −1.67554

13 8.56914 5.96914 3.36914 0.76914 −1.83086

14 9.21382 6.41382 3.61382 0.81382 −1.98618

15 9.85850 6.85850 3.85850 0.85850 −2.14150
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4.4.2 Expected Profit of the Carburettor System with Immediate
Repair Facility

Through taking the value of failure rates as kF ¼ 0:25, kC ¼ 0:09, kAP ¼ 0:15,
kFC ¼ 0:065, kT ¼ 0:045, kCC ¼ 0:3, wj ¼ 0, expected profit of the designed car-
burettor system can be calculated as in terms of time

EpðtÞ ¼ K1 0:1852585208� 0:03488429086eð�1:535075208 tÞ
n

þ 0:0007888088583eð�3:383204792 tÞ

�0:1494861414eð�1:3 tÞ þ 0:7491134206 t
o
� tK2

ð23bÞ

Setting K1 = 1 and K2 = 0.1, 0.3, 0.5, 0.7, 0.9, respectively, one can get
expected profit for designed system as shown in Table 8 and Fig. 8.

4.5 Sensitivity Analysis

Sensitivity analysis finds out how the uncertainty in the output or sensitivity in the
output of a system, can be assigned to different sources of uncertainty in its inputs
or to change an input while keeping other inputs constant. Sensitivity of a measure

Table 8 Expected profit as function of time in immediate repair facility

Time (t) Expected profit Ep(t)

K2 = 0.1 K2 = 0.3 K2 = 0.5 K2 = 0.7 K2 = 0.9

0 0.00000 0.00000 0.00000 0.00000 0.00000

1 0.78609 0.58609 0.38608 0.18608 −0.01391

2 1.47076 1.07076 0.67076 0.27076 −0.12923

3 2.12922 1.52922 0.92922 0.32922 −0.27077

4 2.78081 1.98081 1.18081 0.38081 −0.41919

5 3.43058 2.43058 1.43058 0.43058 −0.56941

6 4.07987 2.87987 1.67987 0.47987 −0.72012

7 4.72903 3.32903 1.92903 0.52903 −0.87096

8 5.37816 3.77816 2.17816 0.57816 −1.02184

9 6.02728 4.22728 2.42728 0.62728 −1.17272

10 6.67639 4.67639 2.67639 0.67639 −1.32361

11 7.32551 5.12551 2.92551 0.72551 −1.47449

12 7.97462 5.57462 3.17462 0.77462 −1.62538

13 8.62373 6.02373 3.42373 0.82373 −1.77626

14 9.27284 6.47284 3.67285 0.87285 −1.92715

15 9.92196 6.92196 3.92196 0.92196 −2.07804
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is defined as the partial derivative of the function with respect to their input factors
[30, 31]. Here, these input factors are failure rates of the carburettor system.

4.5.1 Availability Sensitivity

The sensitivity of availability of the carburettor can be investigated by finding the
partial differentiation of availability with respect to the input parameters of the
carburettor system, by applying the value of parameters as kF ¼ 0:25, kC ¼ 0:09,
kAP ¼ 0:15, kFC ¼ 0:065, kT ¼ 0:045, kCC ¼ 0:3, wj ¼ 0:1, lðyÞ ¼ 1, x ¼ 1, wj ¼
0:1 as shown in Table 9 and their graphical representations are revealed in Fig. 9.

4.5.2 Reliability Sensitivity

The sensitivity in the reliability of carburettor resulting from the changes in the
reliability of the carburettor subjected to their input parameters. It also can be
analysed by partial differentiation of reliability function with respect to failure rates
and setting the parameters as kF ¼ 0:25, kC ¼ 0:09, kAP ¼ 0:15, kFC ¼ 0:065,
kT ¼ 0:045, kCC ¼ 0:3, wj ¼ 0:1, one may find the sensitivity in reliability as
demonstrated in Table 10 and Fig. 10.
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4.5.3 MTTF Sensitivity

The sensitivity in MTTF of the carburettor can be studied through the partial
differentiation of Eq. (22) with respect to the failure rates of the carburettor. By

Table 9 Availability sensitivity as function of time

Time (t) Availability sensitivity
@PupðtÞ
@kF

@PupðtÞ
@kC

@PupðtÞ
@kAP

@PupðtÞ
@kFC

@PupðtÞ
@kT

@PupðtÞ
@kCC

@PupðtÞ
@wj

0 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000

1 −0.00579 0.00777 0.00777 −0.00579 −0.40098 −0.47565 −0.03288

2 −0.00772 0.01273 0.01273 −0.00772 −0.43810 −0.55150 −0.04265

3 −0.00796 0.01404 0.01404 −0.00796 −0.43611 −0.55929 −0.04332

4 −0.00794 0.01425 0.01425 −0.00794 −0.43322 −0.55825 −0.04304

5 −0.00792 0.01425 0.01425 −0.00792 −0.43197 −0.55717 −0.04287

6 −0.00791 0.01424 0.01424 −0.00791 −0.43153 −0.55666 −0.04280

7 −0.00791 0.01423 0.01423 −0.00791 −0.43140 −0.55647 −0.04278

8 −0.00790 0.01422 0.01422 −0.00790 −0.43136 −0.55641 −0.04278

9 −0.00790 0.01422 0.01422 −0.00790 −0.43135 −0.55638 −0.04277

10 −0.00790 0.01422 0.01422 −0.00790 −0.43134 −0.55638 −0.04277

11 −0.00790 0.01422 0.01422 −0.00790 −0.43134 −0.55637 −0.04277

12 −0.00790 0.01422 0.01422 −0.00790 −0.43134 −0.55637 −0.04277

13 −0.00790 0.01422 0.01422 −0.00790 −0.43134 −0.55637 −0.04277

14 −0.00790 0.01422 0.01422 −0.00790 −0.43134 −0.55637 −0.04277

15 −0.00790 0.01422 0.01422 −0.00790 −0.43134 −0.55637 −0.04277
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applying the set of parameters as kF ¼ 0:25, kC ¼ 0:09, kAP ¼ 0:15, kFC ¼ 0:065,
kT ¼ 0:045, kCC ¼ 0:3, wj ¼ 0:1, in partial differentiation of MTTF, one can cal-
culate the MTTF sensitivity as shown in Table 11 and corresponding graphs shown
in Fig. 11.

Table 10 Reliability sensitivity as function of time

Time (t) Reliability sensitivity
@RlðtÞ
@kF

@RlðtÞ
@kC

@RlðtÞ
@kAP

@RlðtÞ
@kFC

@RlðtÞ
@kT

@RlðtÞ
@kCC

@RlðtÞ
@wj

0 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000

1 −0.01546 0.01412 0.01412 −0.01546 −0.54296 −0.70643 −0.08998

2 −0.03557 0.03555 0.03555 −0.03557 −0.60363 −0.99528 −0.20828

3 −0.04704 0.05059 0.05059 −0.04704 −0.51502 −1.05109 −0.27443

4 −0.05012 0.05719 0.05719 −0.05012 −0.39926 −0.98741 −0.28882

5 −0.04775 0.05716 0.05716 −0.04775 −0.29621 −0.87090 −0.26978

6 −0.04259 0.05298 0.05298 −0.04259 −0.21499 −0.73882 −0.23430

7 −0.03639 0.04670 0.04670 −0.03639 −0.15433 −0.61066 −0.19386

8 −0.03019 0.03973 0.03973 −0.03019 −0.11022 −0.49556 −0.15502

9 −0.02452 0.03294 0.03294 −0.02452 −0.07856 −0.39678 −0.12088

10 −0.01961 0.02678 0.02678 −0.01961 −0.05599 −0.31450 −0.09247

11 −0.01549 0.02144 0.02144 −0.01549 −0.03994 −0.24735 −0.06967

12 −0.01212 0.01697 0.01697 −0.01212 −0.02854 −0.19336 −0.05187

13 −0.00941 0.01330 0.01330 −0.00941 −0.02043 −0.15043 −0.03824

14 −0.00726 0.01034 0.01034 −0.00726 −0.01465 −0.11659 −0.02796

15 −0.00557 0.00799 0.00799 −0.00557 −0.01052 −0.09008 −0.02030
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5 Results Discussion

For investigating the performance of carburettor, the reliability measures of car-
burettor system have been discussed. In order to analyse the most precarious part of
the carburettor, sensitivity analysis has been conducted for various reliability

Table 11 MTTF sensitivity as function of time

Variation
in kF, kC,
kAP, kFC,
kT, kCC,
wj

MTTF sensitivity

kF kC kAP kFC kT kCC wj

0.1 −0.60000 0.49813 0.57093 −0.38606 −2.83709 −55.68877 −2.18750

0.2 −0.46713 0.40437 0.45706 −0.31506 −2.32474 −16.95312 −1.40000

0.3 −0.37396 0.33479 0.37415 −0.26199 −1.93962 −8.34491 −0.97222

0.4 −0.30612 0.28174 0.31191 −0.22128 −1.64283 −4.99000 −0.71428

0.5 −0.25520 0.24037 0.26400 −0.18937 −1.40929 −3.32521 −0.54687

0.6 −0.21600 0.20748 0.22634 −0.16390 −1.22223 −2.37599 −0.43210

0.7 −0.18518 0.18091 0.19619 −0.14324 −1.07009 −1.78295 −0.35000

0.8 −0.16052 0.15914 0.17170 −0.12625 −0.94468 −1.38747 −0.28926

0.9 −0.14048 0.14107 0.15151 −0.11212 −0.84009 −1.11049 −0.24305
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parameters by varying the failure rates and time. Hence, overall the following
results have been found.

Figure 3 gives the knowledge about the availability of the carburettor as shown
in the graph of carburettor’s availability with respect to time. The availability of the
carburettor decreases with the slight increase in time. After some time, the avail-
ability of carburettor becomes constant as time increases. From the study of this
graph, it can be concluded that with the immediate repairing facility, one can
improve the availability of the carburettor. While removing the common cause
failure in the carburettor, one can also attain a highly available carburettor system.

The critical examination of Fig. 4 gives the idea about how much the carburettor is
reliable, with respect to three particular cases. One can see that the reliability of the
carburettor system in comprehensive stage decreases quickly with the increment of
time. The graph for the reliability of the carburettor systemwithout thewaiting time also
decreases quickly with the time increment. But the reliability of the carburettor system
without the commoncause failure decreases lesswith the time increment as compared to
other two cases. Finally, it can be concluded that without waiting in repair, one can
predict the improvement in reliability only in its middle age, while taking care of
common cause failure, one can acquire a more or most reliable carburettor system.

The trend of mean time to failure in the particular situations of carburettor is
revealed graphically in Figs. 5 and 6. The graph ofMTTF of the carburettor system in
comprehensive stage shows that the MTTF of the carburettor decreases with the
variation in failure rates of common cause, throttle, float chamber and fuel, while it
slightly increases with the concern of variation in accelerator pump and choke and it is
approximately equal for both. But from the study of MTTF graph with immediate
repaired carburettor system, it is concluded that theMTTFdecreaseswith the variation
in throttle and common cause failure rates only, while it increases slightly with the
variation in other failure rates and it is equal for all failure rates except throttle and
common cause failure. Average failure time of carburettor cannot be determined if the
carburettor is free from common cause failure. One can see that the MTTF of car-
burettor rapidly and highly decreases with the increment of common cause failure.

The maintenance cost of the carburettor system has much effect on the expected
profit. Figures 7 and 8 epitomize the graph of expected profit verses time with the
concern of service cost (maintenance cost, repairing and replacing cost). The grave
examination of the graph expresses that the expected profit of the carburettor
system increases as time increases and it decreases as service cost increases. It is
surprising that if the service cost is greater than 40 % then expected profit decreases
with the Passas age of time. So to attain the maximum profit controlling the service
cost is necessary. From the comparative study of Figs. 7 and 8, it concluded that
with the immediate repairing of failed or partially failed carburettor system, more
profit can be attained.

The behaviour of sensitivity analysis of availability, reliability and MTTF of
carburettor system is revealed by the graph in Figs. 9, 10 and 11, respectively. The
vital inspection of Fig. 9 epitomizes that the availability sensitivity first decreases
fastly with respect to common cause and throttle failure while the sensitivity of the
availability is slightly decreasing with respect to waiting time to repair, float
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chamber and filter, and increases slightly with respect to accelerator pump and
choke. After a short period, it would be established at some fixed value in context of
each failure rate. Similarly, from the graph of reliability sensitivity, it can be seen
that the waiting time to repair, common cause failure, failure of the throttle, float
chamber and filter, can decrease the reliability of the carburettor with the increment
in time, while the sensitivity of reliability also increases slightly with respect to the
accelerator pump and choke. Sensitivity of reliability increases smoothly with
respect to waiting time to repair, common cause failure and failure of the throttle,
and slightly increases with respect to the failure rate of the accelerator pump and
choke. With the precarious study of Fig. 11, one can see that the sensitivity of
MTTF decreases slightly with respect to each failure of carburettor except common
cause failure. In the situation of variation in common cause failure, sensitivity of
MTTF increases rapidly for a little time period initially. From the inspection of
sensitivity analysis, it is concluded that the carburettor system is most sensitive with
respect to the common cause failure.

6 Conclusion

This research work proposed a Markov model of carburettor system and discussed
how the functioning of each component affects the carburettor performance. For the
practical use of carburettor in engines, the function of each component should be
stochastic due to complete failure, partial failure or maintenance. With the con-
sideration of all failures and repair, construct a state transition diagram of the
carburettor to describe all the possible states of the carburettor. The performance of
carburettor system is investigated through mathematical analysis of reliability
measures. The analysis indicates that the carburettor system is the most sensitive in
the case of common cause failure. By controlling the common cause failure in the
carburettor, one can attain a highly reliable system which improves the availability
of carburettor in automobiles. In order to improve the performance and life of
carburettor, the Gumbel–Hougaard family of copula technique for maintenance or
repair of the carburettor system is beneficial very much. Results obtained by this
mathematical analysis of reliability measures for carburettor provide significant
information to the automobile and mechanical engineers to improve the functioning
of the designed carburettor.
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Abstract In recent times an extensive work has been done related to the different
aspects of the progressive censoring schemes. Here we deal with the statistical
inference of the unknown parameters of a three-parameter Weibull distribution
based on the assumption that the data are progressively Type-II censored. The
maximum likelihood estimators of the unknown parameters do not exist due to the
presence of the location parameter. Therefore, Bayesian approach seems to be a
reasonable alternative. We assume here that the location parameter follows a uni-
form prior and the shape parameter follows a log-concave prior density function.
We further assume that the scale parameter has a conjugate gamma prior given the
shape and the location parameters. Based on these priors the Bayes estimate of any
function of the unknown parameters under the squared error loss function and the
associated highest posterior density credible interval are obtained using Gibbs
sampling technique. We have also used one precision criterion to compare two
different censoring schemes, and it can be used to find the optimal censoring
scheme. Since finding the optimal censoring scheme is a challenging problem from
the computational view point, we propose suboptimal censoring scheme, which can
be obtained quite conveniently. We have carried out some Monte Carlo simulations
to observe the performances of the proposed method, and for illustrative purposes,
we presented the analysis of one data set.

Keywords Credible intervals � Fisher information matrix � Gibbs sampling �
Log-concave density function � Markov chain Monte Carlo � Optimum censoring
scheme � Prior distribution

S. Vishwanath � D. Kundu (&)
Department of Mathematics and Statistics, Indian Institute of Technology,
Kanpur 208016, India
e-mail: kundu@iitk.ac.in

S. Vishwanath
e-mail: sidv@iitk.ac.in

© Springer International Publishing AG 2017
M. Ram and J.P. Davim (eds.), Advances in Reliability and System Engineering,
Management and Industrial Engineering, DOI 10.1007/978-3-319-48875-2_10

239



www.manaraa.com

1 Introduction

In different areas of reliability and survival analysis researchers have used the
Weibull distribution quite extensively. The main reason about the overwhelming
popularity of an Weibull distribution is due to the fact that its probability density
function (PDF) can take various shapes, and the cumulative distribution function
(CDF) can be expressed in a closed and compact form. Since the CDF of a Weibull
distribution can be written in a closed form, the Weibull distribution has been used
quite conveniently when the data are censored. For detailed discussions on Weibull
distribution and for different inferential issues see for example, Johnson et al. [9],
Chap. 21 or Murthy et al. [14]. In any life-testing experiment often the data are
censored. Type-I and Type-II are the two most common censoring schemes one
encounters in practice. In the last two decades, since the appearance of the book by
Balakrishnan and Aggarwala [2], progressive censoring scheme becomes quite
popular. The review article by Balakrishnan [1] and the recent book by
Balakrishnan and Cramer [3] provided the details about the development of this
topic during this period.

In this article we consider the inference of the unknown parameters of a
three-parameter Weibull distribution based on Type-II progressively censored data.
The three-parameter Weibull distribution with the shape, scale, and location
parameter as a[ 0, k[ 0, and �1\l\1, respectively, has the PDF

f ðx; a; k; lÞ ¼ akðx� lÞa�1e�kðx�lÞa if x[ l;
0 if x� l:

�
ð1Þ

From now on a three-parameter Weibull distribution with the PDF (1) will be
denoted by WE ða; k; lÞ. It may be mentioned that although the two-parameter
Weibull distribution (when l ¼ 0) satisfies the regularity condition in the sense of
Rao [16], the three-parameter Weibull distribution does not satisfy the regularity
conditions. In fact it can be shown very easily that if all the three parameters are
unknown, the maximum likelihood estimators (MLEs) do not exist even for
complete sample. Due to this reason, several alternative estimators have been
proposed in the literature, see for example, Nagatsuka et al. [15] and the references
cited therein. They may not be as efficient as the MLEs. Due to this reason Bayesian
inference seems to be a reasonable alternative.

In this paper we provide the Bayesian inference of a three-parameter Weibull
when all the parameters are unknown, based on a Type-II progressively censored
data. It may be mentioned that when l ¼ 0, the three-parameter Weibull distribu-
tion reduces to a two-parameter Weibull distribution. For a two-parameter Weibull
distribution, the classical and Bayesian inference of the unknown parameters, as
well as the reliability sampling plans in presence of progressive censoring, have
been considered by several authors. See for example, Viveros and Balakrishnan

240 S. Vishwanath and D. Kundu



www.manaraa.com

[18], Balasooriya et al. [4] and Kundu [11]. Therefore, the present paper can be seen
as an extension of these works to the three-parameter case.

One needs to assume some priors on the unknown parameters to perform the
Bayesian inference. In this article, we have taken a set of fairly flexible priors on the
shape (a), scale (k), and location (l) parameters. It can be easily verified that if the
shape parameter a and the location parameter l are known, then the scale parameter
k has a conjugate gamma prior. Therefore, it is quite natural to take a gamma prior
on k, for known a and l. Even for known l, there does not exist any conjugate joint
priors on a and k. Hence, based on the suggestion of Berger and Sun [5], no specific
form of prior on a is assumed. It is simply assumed that a has a prior whose support
is on ð0;1Þ, and it has a log-concave PDF. It may be mentioned that many
well-known common density functions such as, normal, log-normal, gamma (when
the shape parameter is greater than one) and Weibull (when the shape parameter is
greater than one) have log-concave PDFs. For the location parameter, it is assumed
that l has a uniform prior over a finite interval.

In this paper, based on the above priors on ða; k; lÞ, we provide the posterior
analysis of the unknown parameters. The Bayes estimator of any function of the
unknown parameters cannot be obtained in explicit form under the squared error
loss function. In this case, it is possible to generate samples directly from the joint
posterior distribution of ða; k; lÞ given the data. Hence, the Gibbs sampling tech-
nique can be used quite conveniently to compute the simulation consistent Bayes
estimate of any function of the parameters with respect to the squared error loss
function, and also to construct the highest posterior density (HPD) credible interval.
The second aim of this paper is to provide a methodology to compare two different
progressive censoring schemes, hence, it can be used to compute the optimal
sampling scheme, for a given set of prior distribution functions. During the last few
years, Zhang and Meeker [19] and Kundu [11] discussed the Bayesian life testing
plans for one-parameter (assuming the shape parameter to be known) Weibull and
two-parameter Weibull distributions, respectively. In this article we extend the
work to the three-parameter case. It is observed that finding the optimal censoring
scheme is a discrete optimization problem, and it is computationally quite chal-
lenging. Due to this fact, we have suggested a suboptimal plan, which can be
obtained very easily. Therefore, the implementation of our proposed procedure is
quite simple in practice.

The rest of the paper is organized as follows. In Sect. 2, we provide the details of
the model assumptions and prior distributions. Simulation consistent Bayes esti-
mate and the associated HPD credible interval are provided in Sect. 3. In Sect. 4,
we provide the simulation results and the analysis of a progressively censored data
set. The construction of optimal progressive censoring scheme is provided in
Sect. 5, and finally in Sect. 6, we conclude the paper.
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2 Model Assumptions and Prior Distributions

2.1 Model Assumptions

It is assumed that n units which are identical in nature are put on a life testing
experiment at the time point 0. We denote their life times as T1; . . .; Tn, where Ti’s
are independent and identically distributed (i.i.d.) random variables with PDF (1).
Further, the integer 0\m\n, and also R1; . . .;Rm are prefixed integers such that

R1 þ � � � þRm ¼ n� m:

The experiment starts at the time point 0, and at the time of the first failure, say,
t1, R1 out of the remaining ðn� 1Þ units are chosen randomly and they are removed
from the experiment. Similarly, at the time of the second failure, say, t2;R2 of the
remaining units are chosen at random and they are removed, and so on. Finally,
when the m-th failure takes place, the rest of the remaining Rm units are removed,
and the experiment stops. Therefore, the usual Type-II censoring scheme can be
obtained as a special case of the Type-II progressive censoring scheme. In a Type-II
progressive censoring scheme the observed data will be of the form

data ¼ t1; . . .; tmf g

for a given R1; . . .;Rmf g.

2.2 Prior Distributions

In this section, we provide the prior distributions on the set of parameters. It is
known that the scale parameter k has a conjugate gamma prior when the shape and
location parameters are known. Hence, it is quite reasonable to assume that the prior
on k, p1 k a; bjð Þ � Gamma ða; bÞ, with PDF

p1 k a; bjð Þ ¼
ba

CðaÞ k
a�1e�bk if k[ 0

0 if k� 0

�
ð2Þ

Here the shape parameter a[ 0 and the scale parameter b[ 0 are the hyper-
parameters, and

CðaÞ ¼
Z1
0

xa�1e�xdx;

is the gamma function. Note that the above gamma prior is a very flexible prior as it
can take variety of shapes depending on the shape parameter. In most practical
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applications with proper informative information on the Weibull scale parameter,
the prior variance is usually assumed to be finite, see Congdon [6].

In practice, the shape parameter is usually unknown, and in this case the joint
conjugate prior on a and k do not exist even when l is known, see for example,
Kaminskiy and Krivtsov [10]. In this case, we do not take any specific prior on a. It is
assumed that a has a prior p2ðaÞ which has a support on the ð0;1Þ, and it has a PDF
which is log-concave. This was originally suggested by Berger and Sun [5], see also
Kundu [11]. For specific calculation, in this paper we have assumed that p2 a c; djð Þ�
Gamma ðc; dÞ. Finally following the approach of Smith and Naylor [17] it is assumed
that l has a prior p3 l e; fjð Þ� [ ðe; f Þ, i.e., the PDF of p3 l e; fjð Þ is

p3 l e; fjð Þ ¼
1

f�e if e� l� f
0 if l\e or l[ f

�
ð3Þ

3 Bayes Estimates and Credible Intervals

In this section, we obtain the Bayes estimate of any function of the unknown
parameters and the associated HPD credible interval, with respect to the set of prior
distributions mentioned in Sect. 2. In calculating the Bayes estimates although it is
assumed that the loss function is squared error, any other loss function also can be
easily incorporated. Based on the observed data for a given R1; . . .;Rm, the likeli-
hood function is

L data a; k;ljð Þ / amkm
Ym
i¼1

ti � lð Þa�1exp �k
Xm
i¼1

1þRið Þ ti � lð Þa
 !

; ð4Þ

for a[ 0; k[ 0; l\t1, and 0, otherwise. From (4), it is easily observed that if we
take k ¼ 1, a ¼ 0:5, and l " t1, then Lðdataja; k; lÞ " 1. It shows that when all
the three parameters are unknown, then the MLEs do not exist. Therefore, Bayesian
inference seems to be a reasonable choice in this case.

Based on the prior distribution mentioned above on a, k, and l, the joint dis-
tribution of the data, a, k, and l can be written as

Lðdata; a; k; lÞ ¼ Lðdataja; k; lÞ � p1ðkÞ � p2ðaÞ � p3ðlÞ: ð5Þ

Based on (5), the joint posterior distribution of the unknown parameters is given
by

L a; k; l datajð Þ ¼ L data a; k; ljð Þ � p1ðkÞ � p2ðaÞ � p3ðlÞR1
�1
R1
�1
R1
�1 L data a; k; ljð Þ � p1 k a; ljð Þ � p2 a ljð Þ � p3ðlÞ

: ð6Þ
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Therefore, the Bayes estimate of any function of a, k, and l, say gða; k; lÞ, under
the squared error loss function is

ĝBða; k; lÞ ¼ Ea;k;l dataj g a; k; lð Þð Þj

¼
Z1
0

Z1
0

Z f

e

gða; k; lÞL k a; l; datajð Þ �L a l; datajð Þ �L l datajð Þ

dldkda:

ð7Þ

It is quite obvious that it will not be possible to compute (7) analytically for
general gða; k; lÞ. We propose to use Gibbs sampling technique to generate samples
directly from the joint posterior distribution function (6), and based on the gener-
ated sample we provide a simulation consistent estimate of (7) and the associated
highest posterior density credible interval of ĝBða; k; lÞ.

We need the following results for further development.

Theorem 1 The conditional density of k given a; l and data is

L k a; l; datajð ÞC aþm; bþ
Xm
i¼1

1þRið Þ ti � lð Þa
 !

:

Proof It is simple, hence the details are avoided.

Theorem 2 The conditional density of a given l and data, L a l; datajð Þ, is

L a l; datajð Þ ¼ jðlÞ acþm�1 � e�daQm
i¼1 ti � lð Þa�1

bþ Pm
i¼1 1þRið Þ ti � lð Þa� �aþm ; ð8Þ

and (8) is log-concave. Here jðlÞ is the normalizing constant, i.e.,

jðlÞ ¼
Z1
0

acþm�1 � e�daQm
i¼1 ti � lð Þa�1

bþ Pm
i¼1 1þRið Þ ti � lð Þa� �aþm da

2
4

3
5
�1

:

Proof See in the Appendix.

Theorem 3 The conditional density of l given data is

L l datajð Þ / jðlÞ;

if l 2 ½e; f � \ �1; t1ð � , and 0, otherwise.

Proof It is trivial.
Now using Theorems 1–3, and following the idea of Geman and Geman [8], we

propose the following algorithm to generate samples ðk; a; lÞ directly from the
posterior distribution (6). The generated samples can be used to compute simulation
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consistent Bayes estimate of any function of the unknown parameters, and the
associated HPD credible interval.

Algorithm 1

Step 1: Given the data t1; . . .; tmf g, compute max jðlÞf g for l 2 ½e; f � \
�1; t1ð �.

Step 2: Using acceptance rejection principle generate l from L l datajð Þ.
Step 3: Generate a�L a l; datajð Þ using the method proposed by Devroye [7] or

Kundu [11].
Step 4: Generate k�L k a; l; datajð Þ
Step 5: Repeat Step 2 to Step 4, N times to generate k1; a1; l1ð Þ; . . .;f

kN ; aN ; lNð Þg and obtain gi ¼ g ki; ai; lið Þ, for i ¼ 1; . . .;N.
Step 6: A simulation consistent estimate of ĝBða; k; lÞ is

ĝ ¼ 1
N

XN
i¼1

gi:

Step 7: A 100(1 − bÞ % credible interval of gða; k; lÞ can be obtained as

gj; gjþ bN½ �
� �

; j ¼ 1; . . .;N � bN½ �:

Step 8: The HPD 100(1 − b) % credible interval of gða; k; lÞ can be obtained as

gj� ; gj� þ bN½ �
� �

; such that gj� þ bN½ � � gj� � gjþ bN½ � � gj; j ¼ 1; . . .;N � bN½ �:

4 Simulation and Data Analysis

4.1 Simulation

In this section, we perform some simulation experiments to show the effectiveness
of the proposed methods. All the simulations are performed using the statistical
software R. We use different sample sizes n, different effective sample sizes m,
different sets of parameter values, and different sampling schemes. We use the
following set of parameter values; Set 1: a ¼ 1; k ¼ 1; l ¼ 0ð Þ and Set 2:
a ¼ 1:5; k ¼ 1; l ¼ 1ð Þ, and the following censoring schemes.

1. Scheme 1: n ¼ 20; m ¼ 10; R1. . .R10 ¼ 1;
2. Scheme 2: n ¼ 20; m ¼ 10; R1 ¼ 5;R2. . .R9 ¼ 0;R10 ¼ 5;
3. Scheme 3: n ¼ 30; m ¼ 20; R1. . .R19 ¼ 0;R20 ¼ 10:

Further we have used three different sets of hyperparameters to see the effects of
the priors on the Bayes estimates and the associated credible intervals.
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1. Prior 0: a ¼ b ¼ c ¼ d ¼ 0:0001 and e = −1.0, f ¼ t1
2. Prior 1: a ¼ b ¼ c ¼ d ¼ 5 and e = -1.0, f ¼ t1
3. Prior 2: a ¼ b ¼ 5; c ¼ 2:25; d ¼ 1:5 and e = -1.0, f ¼ t1

Note that Prior 0 is a noninformative prior; Prior 1 is an informative prior when
we use Set 1, and and Prior 2 is an informative prior when we use Set 2. Prior 1 is
an informative prior as the means of the prior distributions of the shape and scale
parameters are same with the original distribution when Set 1 is used. In addition, it
has a low variance. Similarly, for Set 2, Prior 2 ensures that the means of the prior
distributions for the scale and the shape parameters are same with the original
distribution.

In each case we generated progressively censored samples based on the algo-
rithm proposed by Balakrishnan and Aggarwala [2] and we computed simulation
consistent Bayes estimate and the corresponding mean squared errors (MSEs). The
results are presented in Tables 1, 2, 3, 4, 5 and 6. Some of the points are quite clear
from these simulation results. It is observed that in all the cases considered as
expected the biases and the MSEs of the Bayes estimators based on informative
priors perform better than the noninformative priors. Moreover, as the effective
sample size increases the biases and MSEs decrease in all cases considered.

Table 1 Average Bayes
estimates and the MSEs for α,
λ, μ: Set 1, Scheme 1

Par Prior 0 Prior 1

α 1.1571
(0.6642)

1.0886
(0.1180)

λ 0.8299
(0.0988)

1.0809
(0.0459)

μ −0.0514
(0.0017)

−0.0455
(0.0015)

Table 2 Average Bayes
estimates and the MSEs for α,
λ, μ: Set 1, Scheme 2

Par Prior 0 Prior 1

α 1.3840
(0.7501)

1.2025
(0.0842)

λ 1.3714
(0.1499)

1.0213

(0.0935)

μ −0.0498
(0.0016)

−0.0428
(0.0015)

Table 3 Average Bayes
estimates and the MSEs for α,
λ, μ: Set 1, Scheme 3

Par Prior 0 Prior 1

α 1.2917
(0.6696)

1.2015
(0.2172)

λ 0.9364
(0.1092)

0.9947
(0.0611)

μ −0.0505
(0.0016)

−0.0449
(0.0015)
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We have also computed the 95 % highest posterior density (HPD) credible
interval based on Prior 0, and we present the average lengths of the HPD credible
intervals and the associated coverage percentages based on 10,000 MCMC samples.
The results are presented in Table 7. From the simulation results it is clear that the
proposed method is working quite satisfactorily in all the cases considered. It is

Table 4 Average Bayes
estimates and the MSEs for α,
λ, μ: Set 2, Scheme 1

Par Prior 0 Prior 1

α 1.5306
(0.1708)

1.4678
(0.1102)

λ 0.8083
(0.0727)

1.0305
(0.0526)

μ 0.9124
(0.0087)

0.9822
(0.0041)

Table 5 Average Bayes
estimates and the MSEs for α,
λ, μ: Set 2, Scheme 2

Par Prior 0 Prior 1

α 1.7221
(0.3221)

1.5912
(0.1529)

λ 0.8617
(0.0866)

0.9694
(0.0633)

μ 0.9872
(0.0041)

0.9919
(0.0039)

Table 6 Average Bayes
estimates and the MSEs for α,
λ, l: Set 2 Scheme 3

Par Prior 0 Prior 1

α 1.5716
(0.2328)

1.6179
(0.1315)

λ 1.1093
(0.0852)

1.0376
(0.0691)

μ 0.9917
(0.0041)

1.0249
(0.0003)

Table 7 Average HPD Bayes interval length and coverage percentage

Set Scheme μ α λ

μ = 0, α = 1, λ = 1 (20, 10, 10 * 1) 0.1191
0.91

0.9387
0.96

0.8349
0.92

(20, 10, 5, 8 * 0, 5) 0.1200
0.92

1.1022
0.95

1.0421
0.96

(20, 15, 14 * 0, 5) 0.1010
0.93

0.9074
0.96

0.8118
0.93

μ = 1, α = 1.5, λ = 1 (20, 10, 10 * 1) 0.1970
0.96

1.5352
0.98

0.6852
0.84

(20, 10, 5, 8 * 0, 5) 0.1986
0.93

1.4811
0.95

1.0539
0.96

(20, 15, 14 * 0, 5) 0.1955
0.94

1.0916
0.96

0.0512
0.96
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observed that the coverage percentages of the HPD credible intervals are quite close
to the nominal values in all the cases considered. Moreover as the effective sample
size increases, the average lengths of the HPD credible intervals decrease.

4.2 Data Analysis

In this section, we perform the analysis of a data set for illustrative purposes. The
original data is from Lawless [13], which represents the failure times for 36
appliances which are subject to an automatic life test. A progressively censored
sample with the following censoring scheme: n = 36, m = 10, R1 ¼ . . . ¼ R9 = 2,
R10 ¼ 8 was generated and and analyzed by Kundu and Joarder [12] using an
exponential model. The data are presented below.

f11; 35; 49; 170; 329; 958; 1925; 2223; 2400; 2568g:

Kundu [11] used the same data set and analyzed it using a two-parameter
Weibull model. Here, we use a three-parameter Weibull distribution to analyze this
data set. For computational convenience, we divided all the values by 100 and it is
not going to affect the analysis.

Since we do not have any prior knowledge of the parameters we have assumed
noninformative priors, i.e., a ¼ b ¼ c ¼ d ¼ 0:001, as suggested by Congdon [6].
We have assumed l� [ ð�0:5; 0:011Þ. Based on the above priors, we compute
the Bayes estimates and the associated 95 % HPD credible intervals. The Bayes
estimates of a; k, and l are 0.6915, 0.2515, −0.0189, respectively. The associated
95 % HPD credible intervals are (0.5213, 0.7913), (0.1317,3112), (−0214,
−0.0079), respectively.

5 Optimal Censoring Scheme

In practice, it is very important to choose the “optimum” censoring scheme among
the class of all possible censoring schemes. Here possible censoring schemes mean,
for fixed n and m, all possible choices of R1; . . .;Rmf g, such that

Xm
i¼1

Ri þm ¼ n:

In this section, we use a similar precision criterion as used by Zhang and Meeker
(2008) and Kundu [11] to choose the optimal censoring scheme from a class of
possible schemes. We say that a censoring scheme W1 ¼ R1

1. . .R
1
m

� �
is superior to

W2 ¼ R2
1. . .R

2
m

� �
, if the information derived from W1 is more accurate than the
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information derived from W2. The method we employ here will be to examine the
best censoring scheme for different combinations of n and m. The number of such

possible schemes is
n� 1
m� 1

	 

. Therefore, even when n = 25 and m = 12, the total

number of possible schemes is 2,496,144, which is quite large. Hence, we search
for a “suboptimum” censoring scheme by finding the best censoring scheme among
those schemes where the entire weight n-m is on a single Rj; j ¼ 1; . . .;m. By doing
so, we obtain a convex hull of all possible censoring schemes, and we search only
along the corner points.

Note that the pth quantile point, Tp, of the three-parameter Weibull distribution is
given by

Tp ¼ lþ � 1
k
� lnð1� pÞ

� �1
a

:

The precision criterion we use here is the posterior variance of ln Tp
� �

, see for
example, Kundu [11] or Zhang and Meeker [19]. Since the posterior variance of
ln Tp
� �

depends on the observed sample when the parameters are unknown, we
eliminate any sample bias by taking the average posterior variance of ln Tp

� �
for

multiple samples obtained from the same joint prior distribution. The precision
criteria used is given as

CðWÞ ¼ Epða;k;lÞ Vposterior ln Tp
� �

Wj� �� �
;

where W ¼ R1. . .Rmf g is the censoring scheme, and Vposterior ln Tp
� �

Wj� �
is the

posterior variance of the plan W. We expect to minimize the posterior variance of
the pth quantile, and hence if C W1ð Þ\C W1ð Þ, we say that W1 is superior to W2.
Therefore, we would like to choose thatW, a particular censoring scheme, for which
CðwÞ is minimum.

There are no explicit expressions known for the quantity Vposterior ln Tp
� �

Wj� �
,

hence we proceed to compute the value of the precision criterion using Monte Carlo
method. The following algorithm can be used for that purpose.

ALGORITHM:

1. Fix n,m and the priors a; b; c; d; e; f
2. Generate ai; ki; lið Þ from p a; k; l a; b; c; d; e; fjð Þ
3. Generate a progressively censored sample tð1Þ. . .tðmÞ

� �
from ai; ki; lið Þ

4. For the data tð1Þ. . .tðmÞ
� �

, estimate Vposterior ln Tp
� �

Wj� �
using Gibbs sampling

method as suggested in Sect. 3.
5. Repeat Steps 1–4 for N iterations and their average will provide an estimate of

CðWÞ.
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We have considered two different sets namely n ¼ 20;m ¼ 10ð Þ and
n ¼ 20;m ¼ 15ð Þ. We compute the precision criterion based on four different
quantiles namely for p ¼ 0:50, p ¼ 0:75; p ¼ 0:95; p ¼ 0:99 for Prior 1, and the
results are presented in Tables 8 and 9.

Table 8 Optimal censoring scheme for n ¼ 20;m ¼ 10

n = 20, m = 10 C(W) C(W) C(W) C(W)

Scheme p = 0.50 p = 0.75 p = 0.95 p = 0.99

10, 0, 0, 0, 0, 0, 0, 0, 0, 0 2.287547 3.033706 3.456304 3.931685

0, 10, 0, 0, 0, 0, 0, 0, 0, 0 1.409668 2.886745 3.584613 4.690873

0, 0, 10, 0, 0, 0, 0, 0, 0, 0 1.569803 2.13762 3.883272 4.941062

0, 0, 0, 10, 0, 0, 0, 0, 0, 0 1.816804 2.382721 4.044178 4.995784

0, 0, 0, 0, 10, 0, 0, 0, 0, 0 2.69913 2.621744 4.173664 5.163259

0, 0, 0, 0, 0, 10, 0, 0, 0, 0 2.268952 3.078297 4.330179 5.200208

0, 0, 0, 0, 0, 0, 10, 0, 0, 0 2.51713 3.623896 4.667893 5.300237

0, 0, 0, 0, 0, 0, 0, 10, 0, 0 2.15651 4.002551 4.954882 5.540816

0, 0, 0, 0, 0, 0, 0, 0, 10, 0 1.573069 3.407709 5.326496 6.04542

0, 0, 0, 0, 0, 0, 0, 0, 0, 10 1.396492 3.374444 4.979677 6.405011

Table 9 Optimal censoring scheme for n ¼ 20; m ¼ 15

n = 20, m = 15 C(W) C(W) C(W) C(W)

Scheme p = 0.50 p = 0.75 p = 0.95 p = 0.99

15, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 1.430799 2.0387188 2.945988 3.527577

0, 15, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 1.588445 1.472637 3.909428 3.913904

0, 0, 15, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 1.096379 2.397453 6.1389017 4.038037

0, 0, 0, 15, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 0.9984362 2.195926 3.237427 4.480111

0, 0, 0, 0, 15, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 0.630354 1.699538 4.917337 4.73495

0, 0, 0, 0, 0, 15, 0, 0, 0, 0, 0, 0, 0, 0, 0 0.8723458 2.405792 3.751554 4.7763508

0, 0, 0, 0, 0, 0, 15, 0, 0, 0, 0, 0, 0, 0, 0 0.8889859 2.637907 4.623516 5.238868

0, 0, 0, 0, 0, 0, 0, 15, 0, 0, 0, 0, 0, 0, 0 1.083057 3.242228 4.1193264 5.339358

0, 0, 0, 0, 0, 0, 0, 0, 15, 0, 0, 0, 0, 0, 0 1.410338 1.8871604 3.4573745 5.4188804

0, 0, 0, 0, 0, 0, 0, 0, 0, 15, 0, 0, 0, 0, 0 1.832797 2.494387 4.5991795 5.980342

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 15, 0, 0, 0, 0 1.083604 1.647242 3.170819 6.203538

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 15, 0, 0, 0 1.289311 1.896631 3.816518 6.402096

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 15, 0, 0 1.011111 2.999492 3.665278 6.69655

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 15, 0 0.7898133 2.0053203 4.8234677 6.92173

0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 15 0.8662691 2.150556 5.021647 8.8057628
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6 Conclusion

In this paper, we have provided the Bayesian inference of a three-parameter
Weibull distribution based on the Type-II progressively censored data. It is well
known that when all the three parameters are unknown the MLEs do not exist.
Hence, Bayesian inference seems to be a reasonable choice. We have provided the
Bayes estimates of the unknown parameters based on the squared error loss
function when the shape and scale parameters have gamma priors and the location
parameter has a uniform prior over a fixed interval. It is not possible to obtain the
Bayes in closed form, hence, we have suggested to use Gibbs sampling procedure
to compute the Bayes estimates and the associated HPD credible intervals. Some
simulation experiments have been performed and it is observed that the Bayes
estimates and the associated HPD credible intervals perform quite satisfactorily. It
may be mentioned that although we have considered the squared error loss function
our method can be easily generalized for any other loss function also.

We have further considered the problem of finding the optimum censoring
scheme among the class of all possible censoring schemes based on a similar
criterion proposed by Zhang and Meeker [19] and Kundu [11]. Since the total
number of possible censoring schemes is quite high, we have provided an algorithm
to find the obtained suboptimum censoring scheme. Some suboptimum sampling
schemes have been presented. Finding an optimum censoring scheme from the all
possible censoring schemes remains an open problem from the computational point
of view. Efficient algorithm is needed to find the optimum censoring scheme par-
ticularly when n is large and m � n=2. More work is needed along that direction.

Appendix

Proof of Theorem 2: To prove Theorem 2, it is enough to prove that

d2

da2
ln bþ

Xm
i¼1

1þRið Þ ti � lð Þa
" #

[ 0:

Now consider

gðaÞ ¼ bþ
Xm
i¼1

1þRið Þ ti � lð Þa;

then
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g0ðaÞ ¼ d
da

gðaÞ ¼
Xm
i¼1

1þRið Þ ti � lð Þaln ti � lð Þ

and

g00ðaÞ ¼ d2

da2
gðaÞ ¼

Xm
i¼1

1þRið Þ ti � lð Þa ln ti � lð Þð Þ2:

Since

Xm
i¼1

1þRið Þ ti � lð Þa ln ti � lð Þð Þ2
 ! Xm

i¼1

1þRið Þ ti � lð Þa
 !

�
Xm
i¼1

1þRið Þ ti � lð Þaln ti � lð Þ
 !2

¼
X

1� i\j�m

Ri þ 1ð Þ Rj þ 1
� �

ln ti � lð Þ � ln tj � l
� �� �2 	 0;

the result follows.
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Vulnerability Discovery Modelling
for Software with Multi-versions

Adarsh Anand, Subhrata Das, Deepti Aggrawal and Yury Klochkov

Abstract Security vulnerabilities have been of huge concern as an un-patched
vulnerability can potentially permit a security breach. Vulnerability Discovery
Modelling (VDM) has been a methodical approach that has helped the developers
to effectively plan for resource allocation required to develop patches for prob-
lematic software releases; and thus improving the security aspect of the software.
Many researchers have proposed discovery modelling pertaining to a specific
version of software and talked about time window between the discovery (of
vulnerability) and release of the patch as its remedy. In today’s cut throat and neck
to neck competitive market scenario, when every firm comes up with the successive
version of its previous release; fixing of associated susceptibilities in the software
becomes a more cumbersome task. Based on the fundamental of shared code among
multi-version software system, in this chapter of the book, we propose a systematic
approach for quantification of number of vulnerabilities discovered. With the aim of
predicting and scrutinising the loopholes the applicability of the approach has been
examined using various versions of Windows and Windows Server Operating
Systems.
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Notation

XiðtÞ Expected number of vulnerabilities discovered by time t(i ¼ 1; 2; 3. . .n)
FiðtÞ Probability distributions function for vulnerability discovery process

(i ¼ 1; 2; 3. . .n)
ai Total number of vulnerabilities in the software (i ¼ 1; 2; 3. . .n)
bi Vulnerability detection rate function of software (i ¼ 1; 2; 3. . .n)
bi Learning parameter for vulnerability discovery process (i ¼ 1; 2; 3. . .n)

1 Introduction

Today’s virtually connected business network infrastructure is frequently changing
and dependency on networked systems has fetched the concern about security of
software systems to a very good extent. Addition of new services, servers, con-
nections and ports under complex environment has brought the threshold of soft-
ware system to a new level. With the continuous evolution of software system,
consequences, in terms of the increasing count of vulnerabilities and loopholes are
of great concern because an un-patched loophole can potentially harm the system.
The growing number of adopters of service is keen to use the facilities provided by
the software services and might be trapped due to unsecured code usage. Security is
one of the major aspects during the transition of code to a well formed application:
If a proper encryption is provided while coding; the likelihood of getting exploits
are fewer. During the course of software development, due to various issues; like
lack of resources and time; developer unintentionally generates some loop holes
and most of them might result in exploits. There are many examples that can be
quoted in respect to the effect of vulnerabilities in real life situations; some
examples of which were discovered in the most widely known is the Code-Red as
one of the highly exploited vulnerability ever contained in windows operating
system which infected more than three million computers entering through internet
connected computers. Due to which there was a massive financial loss and affected
many business activities [1]. Similar sort of vulnerability named ‘Slammer worm’
was detected in the year 2003 in windows system; it spread so quickly that within
15 min it targeted around 75 thousand computers. Similarly, in October 2014, a
critical vulnerability in Windows Operating system was exploited which allows
attackers to download and install malware into the target computer [2].

Vulnerability is a security flaw in a computing system, which can be conse-
quently attacked and exploited by an attacker [3]. Alternatively, a vulnerability may
be defined as a defect “which enables an attacker to bypass security measures” [4].
Thus, lesser count of vulnerabilities will be considered as less risky compared to a
software system which has more number of vulnerabilities. From Software’s per-
spective, vulnerability may be defined as a “flaw or weakness in the security system
which might be exploited by a harmful user causing loss or harm” [5]. Thus, it can
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be articulated that vulnerability is one of the major outcomes due to the improper
handling of code in software development process. Vulnerability discovery process
is nothing but a security checker for the software developers. It helps in
enhancement of software quality. The idea of vulnerability discovering is very
important for defenders. For this very reason, it is important to inspect the proce-
dures behind a loop hole being discovered and it getting exploited by intruders. Life
cycles of vulnerability comprises of introduction, discovery, exploitation, disclo-
sure and fix release as shown in Fig. 1. In literature [6]; the process has been
described comprising of following steps:

• Introduction: In this phase the vulnerability is first released as ingredient of the
software.

• Discovery: The loopholes are discovered either by good guys or bad guys.
• Private Exploitation: The discovered vulnerability is exploited by the team of

software developer.
• Disclosure: A detail report of the vulnerability is released.
• Public Exploitation: The discovered vulnerability is exploited by the bad guys

for their own benefit.
• Fix Release: A patch or update is supplied to fix the cause of exploit, i.e.

loopholes which were discovered are fixed.

For the average end user, software vulnerability fixation has always been a
simplistic view. Most of the software keeps on updating themselves as an update is
available in repository. But the other side of the coin is much more complicated.
Here comes the characterization of vulnerabilities and its disclosure policies. In
modelling of vulnerability, it has been an important task to know who discovered
the vulnerability; is it benign or malicious? The lifecycle of vulnerabilities may vary
depending on the type of disclosing policies, the basic three types of discovery are:
public, private and bad actors [7]. Bad actors are those who may discover the
security loopholes and can take advantage of it. Treating the software unfairly may
cause heavily to the firm in terms of monetary resources, loss of goodwill, etc.
A bad guys or a malicious user is always keen to know the loopholes in order to
exploit the vulnerability. Public discovery is somewhat analogous to bad actor
finding, except the detector is unconcerned about whether the vulnerability is
exploited or not. A private discovery or benign detector always wants to prevent the

Fig. 1 Vulnerability life cycle [7]
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exploitation. Good guys are pool of people who may find the weak points but do
not exploit it and report back to the firm. At the same time firm issue the patches to
overcome such vulnerabilities. Patches are defined as portion of code which pro-
tects the software from intrusion and breeching. A private discovery may choose to
inform the vendor until they disclose it publicly. Thus it is beneficial that good guys
find it and report to the firm. The concept has been widely studied by researchers
across the globe [8] and much work is in the pipeline. In today’s time when no
software comes in single version; the need to look in the vulnerability aspect of the
concept of multiple versions is an interesting task.

Survival in this competitive scenario calls for attracting customer with new
features and enhanced quality of software. Adding new functionalities periodically
is one way of penetrating in the market. Feature enhancement is also one of the
major attribute of this change, upgrading a software system provides an opportunity
to stay ahead of the competition. With successive releases, innovative features and
functionalities are added to the existing software which possibly increases the
breaching points in the system. In multi-versions of Vulnerability Discovery
Modelling (VDM), all versions of software are used concurrently. As name implies,
the succeeding versions are expected to have better reliability and performability
than the earlier versions. As software design is changing at a high pace and also
new codes are being added from time to time, multi-version VDM is required to
understand the exact scenario. A newer version entrenches some parts of code of
prior ones. Even when the significance of previous version decreases, the usage of
code is still important in the succeeding versions. Due to code sharing, it might
happen that the number of vulnerabilities might be discovered in current release.
The number of vulnerabilities found in the existing version will be accountable to
its earlier versions because of code sharing.

Many models in literature of VDM are based on single version concept but little
or no attention is paid to the concept of successive versions of software product
competing in the market. In this chapter, we have come up with an idea of mod-
elling vulnerability discovery for multiple versions under the assumption that newer
version embeds a portion of code from its predecessor. The plus point with coming
of successive releases is code sharing among different versions, which facilitate the
vulnerability discovery of the older versions even if they are no longer in usage.
Rest of the chapter is divided into following sections: Sect. 2 follows brief back-
grounds of vulnerability discover models. Discovery modelling framework is dis-
cussed in Sect. 3. Section 4 illustrates the analysis part of the model. Finally
conclusion is given in Sect. 5.

2 Literature Review on Vulnerability Discovery Models

The allied risk in the vulnerable software needs great efforts to find out, publish and
fix the same in software merchandise. The discovery of the vulnerabilities is done
throughout its existence by both the producers and users. There is vast literature on
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software reliability, which is concerned about total number of faults removed and
not on safety measures of software. Global digitalization in all sectors requires
software system to perform every single operation. In today’s technocrat world,
each and every individual is highly dependent on E-systems. As an example, every
sector’s dependence on software system made it mandatory for firms to have highly
secure software, which can be noticed from the fact that every sector’s admission
processes and recruitment procedures are also getting internet-based. Thus, com-
puter system need to be secure and should function perfectly in dynamic envi-
ronments. Software security is a method of structural secure software. Few
researchers focused on quantitative aspect of security in software reliability mod-
elling. Chou et al. [9] discussed the rate of faults finding and fixing loop holes but
did not differentiate them in terms of vulnerabilities and some other bugs. Anderson
[10] discussed a software failure model to fetch out the trend in vulnerability
discovery. Rescorla [11] classified the trends in vulnerability data by applying
different models. As pointed out by Alhazmi and Malaiya [12, 13], there is the
relationship between the cumulative vulnerabilities with time. Further they pro-
posed an effort-based exponential model.

Miller et al. [14] modelled a formula which calculates the count of defects in
software, even when testing discloses no flaws. They have done it with random
testing results, without using any the software’s history. A dynamic model of
security loopholes incorporating the concept of uncertainty is developed by Tofts
et al. [16]. In their study, they have not highlighted the detailed predictions of
vulnerable software components. Yin et al. [15] paid attention to the security issues
in large software system, but did not describe about its implementation or evalu-
ation in field. Rescorla [7] has tried to convince that finding and updating security
weak points did not show the way of enhancement in quality of the software. He
focused that exploring of loop holes by black hat finder rather than developing team
of firms. Andy Ozment [17] proposed a theoretical explanation of susceptibilities
and their following finding process. An optimal timing for software vulnerable
disclosure under the role a social planer and vendor was formulated by Arora et al.
[18]. Further, Kapur et al. [19] explained the utilisation of logistic detection rate in
the discovery of vulnerabilities. Recently Anand and Bhatt [8] proposed a
hump-shaped vulnerability discovery model, which is an improvisation of Kapur
et al. [19]. Further, they used a raking-based approach to compare the proposed
model with the existing VDM models in the literature. Not much attention has been
given to discovery of vulnerabilities in multi-version of the software which coexists
in the market. One of such work has been done by Kim et al. [20] in which the
emphasis has been given to the modelling of vulnerability discovery process
quantitatively, based on shared source code measurements among multi-version
software systems. Contrasting above mentioned studies, in this chapter, we have
proposed the modelling of vulnerability discovered in multi-versions of software
and analysed how the shared code increases the count of vulnerabilities in earlier
version.
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3 Vulnerability Discovery Modelling Framework

The growing need of users and vendors in the market forces a software developing
firm to come up with successive versions of their offerings (i.e. computer appli-
cations, software, etc.). The major idea behind launching the successive version is
code sharing among different releases which helps the firms to test the vulnerability
and associated risk both before and after the release of the software. Due to the
notion of code sharing among different releases, it is assumed that number of
vulnerabilities discovered in the shared portion of the code will be accountable to
the older versions which contain the shared code. One of the major assumption is
that shared portion of the code is tested under usage even if the older version is no
longer in use. Emergent need of highly reliable software requires a model which can
predict the number of loopholes that are probable to be discovered while usage.
With this aim we have come with a proposal that caters the need of developing
secure software and provide an estimate for the number of vulnerabilities that can
result in various loopholes. The proposed model accounts for number of vulnera-
bilities that might arise in case when firm releases successive versions of the
software to maintain its competitive grip in the market.

Considering the case that if only one version of the software exists in the market
then the number of susceptibility that can occur can be modelled in the following
fashion:

X1ðtÞ ¼ a1 � F1 tð Þ ð1Þ

where a1 is the total number of vulnerability that can be revealed under the field and
F1 tð Þ is the cumulative distribution function which accounts for the rate of vul-

nerabilities that will be discovered and F1 tð Þ ¼ 1� 1þb1ð Þ �e�b1 t

1þb1 �e�b1 t

� �
.

The rigid competition among firms results into a state in which it becomes
necessary for a firm to launch software version to uphold their position in the
market. Thus, there may be a possibility that two versions of the software coexist in
the market. When some new features are added to the software for the first time then
it might come across some new loopholes along with some loophole that can
transpire in shared portion of the code. This type of scenarios can be mathematically
modelled as:

X1ðtÞ ¼ a1:F1 tð Þþ a1 � 1� F1 tð Þð Þ:F2 t � s1ð Þ ð2Þ

X2ðtÞ ¼ a2 � F2 t � s1ð Þ ð3Þ

where a2 is the total number of vulnerability that can be discovered in second
version and F2 t � s1ð Þ follows logistic distribution, i.e. F2 t � s1ð Þ ¼
1� 1þb2ð Þ �e�b2 : t�s1ð Þ

1þb2 �e�b2 : t�s1ð Þ

� �
.
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In Eq. (2), the first component illustrates the total number of vulnerabilities of
first version and second component demonstrates the count of vulnerabilities dis-
covered in second version but it is accounted in vulnerabilities of first version due to
code sharing. Equation (3) represents the number of vulnerabilities in second
version.

When the new functionalities are added in the software for the second time again
new lines of code are developed. This new code is integrated with the existing code.
There are chances that some vulnerability might get encountered in newly added
portion of the code and at the same time it is likely that some ambiguity might get
encountered in the shared portion code.

X1ðtÞ ¼ a1 � F1 tð Þþ a1 � 1� F1 tð Þð Þ � F2 t � s1ð Þþ a1 � 1� F1 tð Þð Þ
� 1� F2 t � s1ð Þð ÞF3 t � s2ð Þ ð4Þ

X2ðtÞ ¼ a2 � F2 t � s1ð Þþ a2 � 1� F2 t � s1ð Þð Þ � F3 t � s2ð Þ ð5Þ

X3ðtÞ ¼ a3 � F3 t � s2ð Þ ð6Þ

where a3 is the total number of vulnerability that can be discovered third version
and F3 t � s2ð Þ follows logistic distribution, i.e. F3 t � s2ð Þ ¼
1� 1þb3ð Þ �e�b3 : t�s2ð Þ

1þb3 �e�b3 : t�s2ð Þ

� �
.

Equation (4) comprises of the total number of vulnerabilities of first version and
the count of vulnerabilities discovered in second version and third version but it is
accounted in vulnerabilities of first version due to code sharing. In Eq. (5), the first
component represents the total number of vulnerabilities of second version and
second component shows the number of vulnerabilities discovered in third version
but it is added in vulnerabilities of previous versions due to code sharing.
Equation (6) represents the number of vulnerabilities in third version. Here we have
analysed the proposed model for three versions.

The above described model can also be generalised till n-versions of the
software.

X1ðtÞ ¼ a1 � F1 tð Þþ a1 � 1� F1 tð Þð ÞF2 t � s1ð Þþ a1 � 1� F1 tð Þð Þ
� 1� F2 t � s1ð Þð Þ � F3 t � s2ð Þ
þ � � � þ a1 � 1� F1 tð Þð Þ � � �Fn t � sn�1ð Þ

ð7Þ

X2ðtÞ ¼ a2 � F2 t � s1ð Þþ a2 � 1� F2 t � s1ð Þð Þ � F3 t � s2ð Þ
þ a2 � 1� F2 t � s1ð Þð Þ � 1� F3 t � s2ð Þð Þ � F4 F3 t � s3ð Þð Þ
þ � � � þ a2 � 1� F2 t � s1ð Þð Þ � � �Fn t � sn�1ð Þ

ð8Þ

XnðtÞ ¼ an � Fn t � sn�1ð Þ ð9Þ
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The proposed model quantifies the vulnerabilities discovered in current version
and successive versions as given by the aforesaid equations.

4 Data Analysis

Inspecting the prediction capability and accuracy of these models has been analysed
by two operating system data sets. Data set I comprise of 538 numbers of vul-
nerabilities for version 1, 254 for version 2 and 226 for version 3 while data set II
consist of 414 number of vulnerabilities for version 1, 673 for version 2 and 290 for
version 3. These data obtained from Windows and Window Server Operating
System [21] and used to validate the model using the SAS software for analysing
the parameters of proposed model on multi-versions of the software [22]. For
analysing the model, we have used SAS software package [23]. The estimated
values of parameters on both data sets are supplemented in Table 1. Table 2
comprises of comparison criterion for the proposed model.

From Figs. 2 and 3 shows the graphical representations of the multi-version
vulnerability discover modelling. From Table 2 the higher value of R2 for Version-1
for both the data sets implies that vulnerability discovery happens in an accurate

Table 1 Parameter estimates for DS-I and DS-II

Parameters DS-I DS-II

Version 1 Version 2 Version 3 Version 1 Version 2 Version 3

a 546.201 302.325 340.395 408.919 686.341 424.647

b 0.30466 0.999 0.999 0.825 0.459 0.999

b 2.8287 64.3281 21.2802 433.82 14.469 52.785

Fig. 2 Goodness fit curve for proposed methodology of DS-I
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manner due to the terms which are added in the Eq. (4). Thus it implies that the
concept of code sharing facilitate the discovery of large number of vulnerabilities in
parent version which were transferred to later versions. Further, the values of R2 for
version 2 and 3 are in acceptable range, i.e. their values are 0.9729, 0.953 for DS-I
and 0.9875, 0.9798 for DS-II and the values of other comparison attributes, i.e.
SSE, MSE and Root MSE are also satisfactory.

5 Conclusion

Effective control and providing a secure interface while coding, has shown a
clear-cut protection from the attackers over the time period of software develop-
ment. VDM has proven to be a conclusive approach in order to capture the loop-
holes present in the software. Predicting the potential number of vulnerable points
would mitigate the threats before they are exploited by the hackers. Due to the
competitive environment and the attractiveness of software in the market, firms
release new versions of software over the time period with upgraded features.

Fig. 3 Goodness fit curve for proposed methodology of DS-II

Table 2 Comparison criteria for DS-I and DS-II

Criterion DS-I DS-II

Version 1 Version 2 Version 3 Version 1 Version 2 Version 3

SSE 4906.1 2269.9 2982.5 2435.6 7789.1 2308.4

MSE 1177.5 368.1 447.4 365.3 898.7 238.8

Root MSE 34.3143 19.1859 21.1514 19.114 29.979 15.4531

R2 0.9804 0.9729 0.953 0.9914 0.9875 0.9798
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Improvisation of new functions results in the exploitation of security breach. The
number of vulnerabilities present in the shared portion of code of the product which
is in the field can be discovered in any version of the software. But eventually it is
accountable for the original version. Keeping this frame in mind, we have modelled
a multi-version vulnerability discovery approach that facilitates the inheritance of
code amongst software versions. The predictability capabilities of the model have
been verified on two real life operating system data sets and the outcomes are
satisfactory.
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